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Exergy Analysis of Modern
Fossil-Fuel Power Plants
The definition of open cycle rational efficiency is unequivocally based on the ratio of the
actual shaft work output from a power plant to the maximum work that could be obtained
in a reversible process between prescribed inlet and outlet states. However, different
constraints may be applied to such an ideal reversible process, and the maximum work
obtainable will then vary, as will the value of the rational efficiency. Attention has been
drawn to this issue before in the literature and it is discussed further here. In particular,
the consequences of defining the outlet state for the ideal process are critical. A further
complication occurs when water or steam is injected into a gas turbine plant. Three
definitions of rational efficiency are discussed here and some illustrative calculations
presented. There are small but significant differences between the values of the three
derived efficiencies.

1 Introduction
The use of availability (and/or exergy) in the analysis of power

plant performance is well established. Several text books give
details of the thermodynamic approach used; those by Kotas
(1985), Szargut et al. (1988), and Moran (1989) are totally con-
cerned with availability and exergy, but other more general text
books (e.g., Obert (1960); Haywood (1980); Gyftopoulos and
Beretta (1991); Bejan et al. (1996)) also include relevant chapters.

The concept of power plant rational efficiency was introduced to
provide a criterion of performance relating the actual shaft work
output from a power plant to the work output that would be
achievable under some specified ideal operating condition (e.g.,
Szargut and Petela (1965)). The plant rational efficiency was
therefore to be distinguished from the plant overall efficiency,
commonly used in industry, which is based on the calorific value
(or heating potential) of the fuel.

In practice, however, the specification of a suitable ideal process
from which to calculate the ideal shaft work is not as straightfor-
ward as might be supposed. This was first emphasised by Stodola
(1924) and well illustrated subsequently by Obert (1960), who
considered three examples of an ideal reaction of carbon with air
entering separately at standard pressure and temperature (p0, T0),
but with products discharging at three different conditions: (a)
separately at (p0, T0), (b) mixed at (p0, T0), and (c) separately at
pressures corresponding to the partial pressures of the constituents
within the atmosphere. In discussing his examples, Obert showed
that the ideal work is little different for the three cases (a), (b), and
(c).

These examples are illustrated diagrammatically in Fig. 1 for
the combustion of a hydrocarbon fuel with an air supply in
excess of stoichiometric requirements. Also shown is a “refer-
ence” case (d), similar to (a), but with reactants (fuel, oxygen,
and nitrogen) entering separately at pressure (p0, T0) and
products leaving individually at pressure (p0, T0). Here we
shall consider cases (b), (c), and (d) in detail but in reverse
order. In each of these three cases it is assumed that H2O leaves
in the vapour state. For case (c) this poses no problem as the
products leave in the atmospheric equilibrium state (assuming
the relative humidity is less than unity). But cases (b) and (d)

require consideration of hypothetical or fictitious states (see
Kotas and the discussion below in Section 4).

For case (d) the ideal work is the change in Gibbs free energy of
the fuel [2DG0] WV in a reaction to the vapour state (an alternative
approach by Bejan et al. (1996) postulates water leaving in the
compressed liquid equilibrium state so the change in Gibbs free
energy is then [2DG0] WL, which is different from [2DG0] WV.
Moran called the ideal work for case (c) “the chemical availability
of the fuel atp0 andT0,” and showed that it is little different from
[2DG0] WV for many fuels. This case (c) may be regarded as a
classical definition of rational efficiency, but as Moran pointed out,
rational efficiencies are, for simplicity, often calculated on the
basis of case (d) (see Haywood (1980), (1991)).

Case (b), in which the ideal work output is reduced below
that of case (c) by an amount equal to the mixing loss associated
with further discharge to the atmosphere, is an alternative which
is examined in more detail in this paper. Recently developed
fossil-fuel power plants (in particular the combined cycle gas
turbine plant, CCGT) employ quite low gas exhaust tempera-
tures (less than 100°C) thus reducing the loss of thermal exergy
in the exhaust stack. In such cases the loss of exergy associated
with a failure to expand the products to atmospheric partial
pressures (virtually impossible in practice) becomes compara-
ble with the loss of thermal exergy. Gyftopoulos and Beretta
(1991) drew attention to the practice of keeping the exhaust gas
temperature above the dewpoint (to avoid corrosion effects) and
suggested that the assumed discharge state for an ideal process
might allow for such practice, presumably by assuming an exit
temperature equal to the dewpoint temperature. This would then
lead to ignoring a specified amount of thermal exergy loss as
well as mixing loss in the ideal process. However, we have not
developed that approach here.

To summarise, in this paper we consider,

1 the impact of recent developments in power plant technology
on the different rational efficiencies which can be found in the
literature

2 the particular problem, related to the practice of water or steam
injection, which leads to the discharge of wetter exhaust gases
and an effect on rational efficiency

3 the relation between the irreversibility in combustion and the
loss of exergy due to mixing in the exhaust

Finally, full exergy calculations are given for three modern power
plants with the rational efficiencies calculated according to three
definitions based on cases (b), (c), and (d).
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2 The General Statement of Rational Efficiency
As indicated in the introduction, the use of availability and

exergy leading to the definition of rational efficiency is well
covered in the literature and is therefore only briefly outlined here.

With reference to an open-circuit steady-flow power plant sup-
plied with fuel and atmospheric air, the general definition of
rational efficiencyh is,

h 5
W

W*
, (1)

whereW is the net shaft work output from the actual plant, andW*
the maximum work obtainable from an ideal (fully reversible)
plant operating between inlet and outlet states which need to be
prescribed. (The subscript * refers throughout to ideal processes.)

W for the actual plant is directly measurable, butW* depends on
how the inlet and outlet states are specified. Nevertheless, if the
only heat transfer is with an environment at temperatureT0, it is
always correct to write,

W* 5 BIN 2 BOUT, (2)

whereB 5 H 2 T0S is the steady-flow availability function and
the subscripts imply summation over all reactant streams at inlet
and all product streams at outlet.

The exergyE is often used in preference to the availability
function in order to provide a direct measure of the maximum
work potential relative to a datum stateBDAT,

E 5 B 2 BDAT. (3)

The exact definition of the datum state (see for example Kotas
(1985); Szargut et al. (1988)) is not essential, so long as a fixed
definition is used and since the main concern is usually with
differences in exergy. Thus, equation (2) may be written

W* 5 BIN 2 BOUT 5 EIN 2 EOUT. (4)

It is often convenient, but by no means necessary, to setEOUT 5 0
by definition (i.e., thatBDAT 5 BOUT), thus implying that no further
work can be extracted from the exhaust leaving the ideal process.
Here, however, we shall follow the usual practice of taking the datum
state as that of a standard environmental atmosphere (subscript 0), at
pressurep0 and temperatureT0 but with concentrations of the con-
stituent gases (and their partial pressures) as defined by Kotas. Thus,
we defineBDAT 5 B0 and E0 5 0, but we do not necessarily take
EOUT 5 E0.

An alternative expression forW* can be obtained by application
of the steady-flow exergy equation to the real plant. Thus,

W* 5 EIN 2 EOUT 5 W 1 O ~I CR 1 I Q! 1 I QEX 1 I MEX, (5)

where I CR, I Q, I QEX and I MEX all represent lost work due to
irreversibility. For a particular component (compressor, combus-
tion chamber, turbine, etc.)I CR is the lost work due to internal

Nomenc la tu re

B, E, G, H, I , S 5 all denote values per
mole of fuel sup-
plied.

B 5 steady-flow avail-
ability function

e 5 exergy of H2O per
mole

E 5 exergy
G 5 Gibbs function
H 5 enthalpy
I 5 irreversibility (lost

work)
I CR 5 component irrevers-

ibility (internal en-
tropy creation)

I Q 5 component irrevers-
ibility (external heat
transfer)

I C 5 combustion irreversibility
(I C 5 I CT 1 I CP 1 D)

I QEX 5 exhaust thermal irreversibility
I MEX 5 exhaust mixing irreversibility

n 5 number of moles
p 5 pressure

p0 5 standard pressure (1 bar)
pi 5 partial pressure
S 5 entropy
T 5 temperature

T0 5 standard temperature (25°C)
W 5 work output from real plant

W* 5 work output from ideal plant
[WED] 5 work of extraction and deliv-

ery
a, b, g 5 correction terms on efficiency

defined in text
x 5 mole fraction

h 5 rational efficiency
m 5 chemical potential
n 5 stoichiometric coefficient

Subscripts

a, b, c, d 5 referring to ideal processes
DAT 5 datum state

FUEL 5 fuel
0 5 standard atmospheric condi-

tion
i 5 speciesi

IN 5 inlet to plant
OUT 5 outlet from plant
SAT 5 saturated

STACK 5 exhaust gas
WL 5 water (liquid)
WV 5 water vapour

* 5 ideal process

Fig. 1 Definitions of four ideal processes
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irreversibility andI Q is the lost work due to heat transfer with the
environment (zero for most components).I CR and I Q are summed
over all components. For convenience, the lost work associated
with discharging the hot exhaust gases directly to atmosphere is
split into the following two terms:

— the “thermal” irreversibilityI QEX is the work which could
be obtained by reversible cooling of the hot exhaust gases
to temperatureT0.

— the “mixing” irreversibility I MEX is the work which could be
obtained by bringing the now cooled gases into chemical
equilibrium with the environment via a reversible process

Expressions for the component lost work terms are given in the
literature (Moran (1982); Kotas (1985)) but the particular irrevers-
ibilities I C (the lost work in the combustion chamber), andI MEX are
discussed in detail later in this paper.

Combining equations (1), (4), and (5) gives a general expression
for h in terms of the lost work,

h 5 1 2
¥ ~I CR 1 I Q! 1 I QEX 1 I MEX

EIN 2 EOUT
. (6)

3 Three Definitions of Rational Efficiency
Referring now to Fig. 1, the three cases (b), (c), and (d) are

considered in reverse order. Complete combustion is assumed in
each case as excess air is always supplied in gas turbine combus-
tion chambers and there is no reactive exergy left in the exhaust.

3.1 Case (d). The simplest prescription forW* and h is
based on case (d) (see Fig. 1(d)), the approximate approach fre-
quently used, as indicated by Moran:

@W* #d 5 @2DG0#WV (7)

hd 5
W

@W* #d
5

W

@2DG0#WV
. (8)

[DG0] WV is the change in Gibbs function (products minus reac-
tants) for a stoichiometric reaction where all chemical species
enter and leave separately and individually at standard pressurep0

and temperatureT0, and water leaves as a vapour. Thus,

@DG0#WV 5 O
prods

n im i ~T0, p0! 2 O
reacts

n im i ~T0, p0!, (9)

wheren i is the stoichiometric coefficient, andm i is the chemical
potential of speciesi . Note that although [2DG0] WV is defined in
terms of a stoichiometric oxygen-fuel mixture, [W* ] d is actually
unaffected by the presence of excess oxygen and nitrogen so long
as these enter and leave the plant at the same pressure and tem-
perature.

3.2 Case (c). A “classical” definition of rational efficiency is
that based on Obert’s case (c), see Fig. 1(c). It is conceptually
possible to obtain extra work by expanding each species reversibly
and isothermally fromp0 to pi ,0, the partial pressure at which it
exists in the standard atmosphere, but this is offset by the corre-
sponding requirement to compress the oxygen and nitrogen enter-
ing the plant from their standard atmospheric partial pressures to
p0. Thus for case (c),

@W* #c 5 EIN 2 EOUT 5 EIN 5 @2DG0#WV 1 @WED#, (10)

where, assuming all species behave as semi-perfect gases, the term
[WED] (the work of extraction and delivery) is given by,

@WED# 5 RT0 O
prods

n i ln S p0

pi ,0
D 2 RT0 O

air

n i ln S p0

pi ,0
D

5 RT0 O
prods

ni ln S p0

pi ,0
D 2 RT0 O

air

ni ln S p0

pi ,0
D . (11)

The use of the term [WED] should be explained. It may be thought
of as the difference between what Haywood calls the work of
extraction of air from the environment (to storage at (p0, T0)) and
the work of delivery of products to the environment (from storage
at (p0, T0)). Some authors refer to it as the chemical exergy
component of the products less that of the air used in combustion.

Since air is supplied from the standard atmosphere in that datum
state (i.e., with zero exergy),EIN is simply the exergy of the fuel
EFUEL, so that,

@W* #c 5 EFUEL 5 @2DG0#WV 1 @WED#. (12)

EFUEL is also called the fuel chemical availability by Moran, the
availability of the fuel by Gyftopoulos and Beretta, and the chem-
ical exergy of the fuel by Kotas and by Bejan et al. The rational
efficiency is now,

hc 5
W

@W* #c
5

W

EFUEL
. (13)

As for [W* ] d, [W* ] c is unaltered by the presence of excess air,
because the extra work obtained by expanding the excess gases
with the other exhaust products is exactly cancelled by the extra
work of compression at inlet—the pressure ratios (p0/pi ,0) being
the same in both cases. [W* ] c has been tabulated by Moran (1989)
for various fuels.

3.3 Case (b). The third definition for rational efficiency fol-
lows from Obert’s case (b). At inlet, fuel and “mixed” air enter
with each stream at pressurep0 and temperatureT0, but the
exhaust products leave in a fully mixed state at atmospheric
temperatureT0 and “total” pressurep0. (In the ideal process there
has been no irreversible mixing in reaching this state.)

The reversible work associated with this process is still given by
Eq. (2), but the subscript OUT now refers to the exhaust condition
in the stack after cooling toT0 (but before expanding each con-
stituent to its standard atmospheric partial pressure). The subscript
STACK is used to denote this exhaust state (i.e., at “mixed”
pressurep0 and temperatureT0) and, hence, for the new ideal
process,EOUT 5 ESTACK. Note, however, that availability values
are still measured above the datum of the environmental state
(B0 5 BDAT, E0 5 0), so thatESTACK 2 E0 5 ESTACK.

The reversible work and rational efficiency are now,

@W* #b 5 EIN 2 ESTACK (14)

hb 5
W

@W* #b
5

W

EIN 2 ESTACK
. (15)

[W* ] b now depends on the species concentrations in the exhaust
(the same for the real and the ideal process). Furthermore, the
exergyESTACK is equal to the lost work that would be associated
with the discharge from the state STACK to the environmental
state. This lost work of delivery (which is not included in [W* ] b)
is given by,

I MEX 5 RT0 O
prods

ni ln Spi ,STACK

pi ,0
D , (16)

wherepi ,STACK and pi ,0 are the partial pressures of species in the
exhaust gas and the standard atmosphere, respectively.

The ideal work is now related to the real work through the
equation,

@W* #b 5 W 1 O ~I CR 1 I Q! 1 I QEX, (17)

and the rational efficiency may be written as
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hb 5 1 2
¥ ~I CR 1 I Q! 1 I QEX

EIN 2 ESTACK
5 1 2

¥ ~I CR 1 I Q! 1 I QEX

EFUEL 2 I MEX
.

(18)

4 H2O in the Exhaust Gas
The determination ofI MEX (and the evaluation of the rational

efficiency for plants with water injection), requires the determina-
tion of the exergy of H2O in various states.

Figure 2 shows various states of H2O, all at temperatureT0.
StateA is liquid water at pressurep0 (i.e., pressurised above the
saturation pressurepSAT(T0)), statesB andC are saturated liquid
and vapour, respectively, and state 0 is the state of the H2O in the
standard atmosphere. The partial pressure of the water vapour in
state 0 ispWV,0 and is related to a specified relative humidity,RH 5
( pWV,0/pSAT), (Kotas (1985)).

The enthalpy and entropy of liquid water are virtually indepen-
dent of pressure, and, hence, the molar exergy of statesA andB are
almost equal,eA > eB. Also, eB 5 eC and, by definition,e0 5 0.
Hence, assuming water vapour behaves as a semi-perfect gas,
(eA 2 e0) > (eC 2 e0) 5 2RT0 ln (RH).

In a real power plant, the H2O in the exhaust gas is usually in
vapour form because the stack temperature is deliberately chosen
to be higher than the dewpoint temperature. On the other hand, the
atmospheric temperatureT0 is normally below the dewpoint tem-
perature. The true equilibrium state of the H2O in the exhaust from
the ideal plant exhausting at temperatureT0 is therefore a mixture
of water vapour at partial pressurepSAT and condensed liquid water
at pressurep0.

In evaluating the contribution of water to the termI MEX it is
convenient to consider a fictitious metastable vapour stateMN
lying on the isothermalT0, but at a pressurepWV,STACK rather than
the saturation pressurepSAT. The exergy of this stateMN is eMN >
RT0 ln ( pWV,STACK/pWV,0), i.e., not the same as that of statesB and
C (eC 5 RT0 ln ( pSAT/pWV,0)).

Similarly, in evaluating the exergy change in case (d) andEFUEL

in case (b), there is the option of choosing the equilibrium (liquid)
state at (p0, T0), or another fictitious metastable stateMH for the
water (vapour) at exit from the ideal process shown in Fig. 1(d).
Moran defines the chemical exergy of a hydrocarbon fuel using
case (c) of Fig. 1, but using a value of [2DG0] WV determined from
the vapour stateMH leaving in case (d). He points out, however,
that if the water leaves case (d) in the liquid stateA there will be
a change in this value to [2DG0] WL (a correction of (eMH 2 eA) >
RT0 ln ( p0/pSAT)) as in the (modified) case (d) considered by Bejan
et al.

Parallel problems to these arise when choosing the higher or

lower calorific value [2DH 0] as the basis for plant overall effi-
ciency, but there the differences between the two values is of
substantial significance because of the high enthalpy of vaporisa-
tion of water. The difference in exergy between the statesMH and
A is much smaller as indicated in the last paragraph.

5 Power Plants With Water Injection
Problems also arise for water present in the exhaust which is

injected into the plant rather than coming from the oxidation of
hydrogen in the fuel. In particular, gas turbines with water injec-
tion represent a technology which is gaining popularity due to the
associated increase in power output and cycle efficiency. Typical
examples are the STIG and RWI plants, see Macchi et al. (1995).

In terms of the fluid streams crossing the control surfaces
enclosing the real and ideal plants, the only differences lie in the
addition of extra streams of liquid water at inlet and a correspond-
ing increase in the water content of the exhaust gas.

The water supplied at inlet (for all three ideal processes) has exergy
corresponding to stateA in Fig. 2, i.e.,nWeA > nWRT0 ln (pSAT/pWV,0),
wherenW is the number of moles of water supplied externally per
mole of fuel. For the classical ideal process (c), the water exergy at
outlet is zero. For the ideal process (d) (if based on the exit vapour
stateMH), the extra H2O at outlet has exergynWeMH. For the ideal
process (b), the extra H2O at outlet (if based on the exit vapour state
MN) has exergynWeMN. It should be noted, however, that for the
process (b) the partial pressure of water vapour in the exhaust
(pWV,STACK) increases with increasing water injection and this alters the
value ofeMN.

The values of ideal work for the three processes are, therefore,

@W* #d 5 EIN 2 EOUT 5 EFUEL 2 @WED# 1 nWeA 2 nWeMH (19)

@W* #c 5 EIN 2 EOUT 5 EFUEL 1 nWeA (20)

@W* #b 5 EIN 2 EOUT 5 EFUEL 1 nWeA 1 I MEX, (21)

whereI MEX includes the contribution due to the increased water
vapour content at state STACK, which now contributes
(nC 1 nW) RT0 ln ( pWV,STACK/pWV,0), nC being the number of
moles of H2O produced in combustion per mole of fuel sup-
plied. Corresponding rational efficiencies can be calculated by
substitution in Eqs. (8), (13), and (15).

6 Relationships Between Irreversibilities
For open cycles, an interesting relationship may be established

between (WED), the irreversibilityI MEX involved in the discharge
of the exhaust gases atT0, and part of the irreversibility in
combustion. (Note that this relationship, as derived below, is not
applicable to cycles with water injection.)

The lost workI C in an adiabatic combustion process with air and
fuel entering the chamber individually at (p1, T1) and products
leaving at (p2, T2), is given by,

I C 5 T0~S2 2 S1! 5 T0@DS0#WV 1 T0 O
prods

niFf i ~T2!

2 R ln Spi ,2

p0
DG 2 T0 O

air

niFf i ~T1! 2 R ln Spi ,1

p0
DG , (22)

wherefi(T) 5 * (cp/T)dT and T0[DS0]WV 5 [DH0]WV 2 [DG0]WV.
[DH0]WV and [DS0]WV refer, like [DG0]WV, to the change in enthalpy
and entropy in a combustion process with all reactant and product
species individually supplied and exhausted at (p0, T0). Equation (22)
can also be written,

I C 5 I CT 1 I CP 1 D, (23)

where,
Fig. 2 Schematic ( T-s) diagram for H 2O showing the molar exergy of
various states
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I CT 5 T0@DS0#WV 1 T0 O
prods

nif i ~T2! 2 T0 O
air

nif i ~T1!

I CP 5 RT0 O
air

ni ln Sp1

p0
D 2 RT0 O

prods

ni ln Sp2

p0
D

D 5 RT0 O
air

ni ln Spi ,1

p1
D 2 RT0 O

prods

ni ln Spi ,2

p2
D .

In terms of the mole fractions, the expression forD becomes,

D 5 RT0 O
air

ni ln ~xi ! 2 RT0 O
prods

ni ln ~xi !, (24)

wherexi 5 ( pi /p) is the mole fraction of speciesi . Similarly, Eqs.
(16) and (11) forI MEX and [WED] can be written,

I MEX 5 RT0 O
prods

ni ln Spi ,STACK

p0
D 1 RT0 O

prods

ni ln S p0

pi ,0
D

5 RT0 O
prods

ni ln ~xi ! 1 RT0 O
prods

ni ln S p0

pi ,0
D (16a)

@WED# 5 RT0 O
prods

ni ln S p0

pi ,0
D 1 RT0 O

air

ni ln ~xi !. (11a)

It therefore follows that,

@WED# 5 I MEX 1 D, (25)

and the irreversibility in the combustion process may be written,

I C 5 I CT 1 I CP 1 @WED# 2 I MEX. (23a)

The full statement of exergy flux corresponding to case (c) is then,
from Eqs. (5), (12), and (23a),

@W* #c 5 EFUEL 5 @2DG0#WV 1 @WED# 5 W 1 S~I CR 1 I Q!

1 $@WED# 2 I MEX% 1 I QEX 1 I MEX,

whereSI CR now includes, for the combustion process,I C 5 I CT 1
I CP (but notD). Using this modified definition ofSI CR results in the
identity,

@2DG0#WV 5 W 1 S~I CR 1 I Q! 1 I QEX, (26)

so that the exact expression forh d can be written,

hd 5 1 2
S~I CR 1 I Q! 1 I QEX

@2DG0#WV
. (27)

This is the approach frequently followed in exergy analyses of real
power plants (e.g., Haywood (1991); Horlock (1992)), with the
irreversibilities being determined from local (total) pressures and
mean specific heats.

7 Relationships Between Rational Efficiencies
Since all three terms in Eq. (25) are relatively small in compar-

ison with [2DG0] WV, it is possible to derive approximate relations
between the three efficienciesh d, h c, andh b. Writing,

a 5
I MEX

@2DG0#WV
, b 5

@WED#

@2DG0#WV
,

g 5
@WED# 2 I MEX

@2DG0#WV
5

D

@2DG0#WV
5 b 2 a,

the three rational efficiencies may be related as follows,

hd 5 hc~1 1 b! (28)

hb 5
hd

1 1 b 2 a
5 hc

1 1 b

1 1 g
> hc~1 1 a!. (29)

Some magnitudes fora, b, and g, together with the differences
between the three efficiencies are presented in the following sec-
tion.

8 Calculations for Some Gas Turbine Cycles
Calculations of the three efficiencies have been undertaken for

some modern gas turbine cycles using an established computer
code (Carcasci and Faccini (1996)) modified to include exergy
balances.

8.1 The General Electric LM2500 STIG Plant. The GE
LM2500 STIG plant has a facility for injecting steam into the HP
and LP turbines. The design features include two-stage compres-
sion with overall pressure ratio 18z 7, combustion temperature
1500 K and turbine cooling air abstraction 9 percent of the air mass
flowrate at engine inlet. For no steam injection, the three efficien-
cies and dimensionless irreversibilitiesa, b, andg are as follows:

hc 5 0 z 352 hd 5 0 z 369 hb 5 0 z 361

a 5 0 z 0247 b 5 0 z 0441 g 5 0 z 0195.

For 8 percent steam injection, the efficiencies are as follows:

hc 5 0 z 399 hd 5 0 z 423 hb 5 0 z 420.

Two exergy loss histograms, nondimensionalised with reference to
the fuel exergy, are shown in Fig. 3. The notation is self-

Fig. 3 Exergy losses for LM2500 STIG plant with ( a) 0 percent and ( b) 8
percent steam injection
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explanatory with the exception of the terms stack(ph) and
stack(ch) which refer, respectively, to the thermal and mixing
irreversibilities of the exhaust,I QEX andI MEX. The diagrams include
a sensitivity analysis showing the effect of increasing the combus-
tion temperature from 1300 to 1900 K. Steam injection produces a
major performance improvement but the irreversibility connected
with the release to the environment of a humid air stream is
significant, with I MEX increasing from 2 percent for no steam
injection to 5 percent for 8 percent steam injection.

8.2 The Westinghouse/Rolls-Royce WR21.The Westinghouse/
Rolls-Royce WR21 is a recuperative gas turbine for marine application.
The design features include two-stage inter-cooled compression with
overall pressure ratio 12z 8, heat exchanger effectiveness 0z 93, combus-
tion temperature 1500 K and cooling air abstraction 14 percent of air mass
flowrate at engine inlet. The calculated efficiencies and values ofa, b,
andg are as follows:

hc 5 0 z 371 hd 5 0 z 389 hb 5 0 z 381

a 5 0 z 0267 b 5 0 z 0482 g 5 0 z 0215.

The exergy loss histogram is shown in Fig. 4, including a sensi-
tivity analysis showing the effect of increasing the combustion
temperature from 1300 to 1700 K. In comparison to the LM2500
of Fig. 3(a), the thermal stack exergy lossI QEX is considerably
reduced (15–20 percent, compared with 22–27 percent for the
LM2500). This is a consequence of the lower exhaust gas temper-
ature in the recuperated cycle. It should also be noted thata, b, and

g, although small, are still comparable with some of the other
component exergy losses.

8.3 The ABB GT24 Combined-Cycle Plant. The ABB
GT24 is a gas turbine with two-stage combustion designed for
combined cycle operation. The design features include three-stage
compression with overall pressure ratio 30z 3, combustion tem-
perature 1508 K (main and reheat combustors), and total turbine
cooling air abstraction 21 percent of air mass flowrate at engine
inlet. The three efficiencies and values ofa, b, and g are as
follows:

hc 5 0 z 543 hd 5 0 z 567 hb 5 0 z 557

a 5 0 z 0263 b 5 0 z 0441 g 5 0 z 0178.

The exergy loss histogram is shown in Fig. 5. There are a large
number of individual losses in this complex plant but it is partic-
ularly interesting to note the magnitude of the lost work in the
combustion process. Splitting the combustion into two stages leads
to a combustion irreversibility of 18z 76 1 8 z 76 5 27 z 55 per-
cent, which is significantly below the 29z 5 percent of the LM2500
with no steam injection and a similar firing temperature of 1500 K.

It is also interesting to note that, although for both the LM2500
and WR21 the mixing exergy loss term in the exhaustI MEX is
substantially less than the thermal exergy loss termI QEX, the
reverse is true for the GT24, due to the low exhaust temperature
(;100°C) of this combined cycle plant. Attention is thus drawn to
the point made by Gyftopoulos and Beretta (and referred to earlier)
that a rational efficiency could be defined which ignored both these
quantities in an ideal process.

9 Discussion and Conclusions
For closed cycles, thermodynamic efficiency is defined as the

ratio of the net work output to the heat supplied. It may then be
compared to the efficiency of a reversible engine operating be-
tween the same temperature levels. However, for open cycles
rational efficiency should be used, defined as the ratio of the actual
net work output to the reversible work output obtainable in an ideal
process between certain inlet and outlet states. Three such ideal
processes are discussed in this paper, and three expressions for
rational efficiency then follow.

It is useful, in discussing the merits of using any one of these, to
consider the probable uses in practice, namely:

1 assessing the performance of a particular type of plant (e.g., a
gas turbine) with changes in design parameters, such as com-

Fig. 4 Exergy losses for the WR21 recuperative plant

Fig. 5 Exergy losses for the GT24 combined cycle plant
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bustion temperature (and hence air/fuel ratio), given the envi-
ronmental conditions

2 assessing the comparative performance of different types of
plant in utilizing the energy (or exergy) of a fuel, given the
environmental conditions

It can be argued thath b is the most realistic criterion for both
purposes. The fact that theI MEX contribution to exergy destruction
is directly subtracted from the denominator, and not accounted
within the irreversibility balance for consistency, does not mean
that this type of irreversibility mechanism does not exist, only that
in practice it is virtually unavoidable.

More generally, it has to be said that the three efficiencies differ
little, althoughh d andh b are always greater thanh c. Use ofh c has
a limitation in its practical application, as it implies that work is
recoverable from the (cooled) exhaust gases, whereas this is not
feasible in practice. Use ofh d involves an invalid definition of the
ideal process, since its defined outlet state is entirely different from
that of the real process. Nevertheless, the use ofh d along the lines
explained in section 6, in which [WED], D and I MEX are all
ignored, is a useful quick way of assessing efficiency and the
location of major losses without serious approximation.

Relevant aspects also relate to the consideration of newly pro-
posed cycles, often involving water or steam injection and/or a
very low stack temperature. In these cases, even if the results in
terms of the three definitions of rational efficiency are comparable,
new sources of exergy destruction arise (e.g., discharge of very wet
streams of combustion gases to the environment). Further, the

traditional thermal exergy destruction (due to release of hot stack
gases) can be of the same size or even lower than that connected
with chemical mixing with the reference environment.
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High-Temperature Properties of
SiC-Si3N4 Particle Composites
Due to promising results in literature, SiC-Si3N4 particle composites in the range 0–100
percent SiC were evaluated. Focusing on high-temperature properties, mainly Y2O3 was
used as sintering additive. Consolidation occurred primarily by hot-pressing, sintering
tests were performed for comparison. Besides short-term properties like strength, tough-
ness etc., long-term properties like creep and oxidation behavior were determined. Results
as a function of SiC-content and microstructure were discussed with respect to materials’
performance at high temperatures and possibilities of their production on a technical
scale.

Introduction
Silicon carbide (SiC) as well as silicon nitride (Si3N4 resp. SN)

are already seen for a long time as candidates for long-term
high-temperature applications under severe conditions, e.g., in gas
turbines. However, there are still no satisfying solutions available
on a technical scale and at reasonable costs. SiC suffers from its
inherent low thermal shock resistance, SN by property degrada-
tions due to oxidation and creep, though a lot of progress was made
during the last years (Woetting, 1995; Klemm, 1995). This com-
prises extensive knowledge about the effect of type and amount of
sintering additives, the purity of raw materials as well as process-
ing conditions on developing microstructure and resulting proper-
ties.

Especially for liquid-phase sintered SN these items control the
amount, characteristic and constitution of the remaining grain-
boundary phase which determines long-term high-temperature
properties to a high extent (Woetting, 1997). Long-term stability
would result with very small amounts of a highly pure Si-O-N or
a completely absent grain-boundary phase, however, such materi-
als cannot be sintered and lose in strength and toughness. Thus,
microstructure and properties approach those of solid-state sin-
tered SiC (Tanaka, 1989).

Recently, however, a promising new concept was published
(Niihara, 1991), disclosing an improvement of mechanical as well
as thermo-mechanical properties of sintered (hot-pressed) SN by
incorporating nano-sized SiC-particles. This initiated intensive
work worldwide to clarify whether these improvements are due to
an intrinsic “nanocomposite effect” or to further microstructural
changes (Hermann, 1995; Westerheide, 1997).

Another point of interest was to analyze if these effects are
associated with a certain amount and particle size of SiC. Initial
work was done with amorphous SiC-SN-powders, obtained by
polymer pyrolysis with the drawback of technological difficulties
in manufacturing of components as well as with respect to costs.

Thus, the aim of the present work was to investigate if the
reported effects can also be realized with technical crystalline
powders of reasonable purity. With this respect, the whole com-
positional range from 0–100 percent was screened with a concen-
tration on the SN-rich side. As long-term high-temperature prop-
erties were in the focus of interest, only Y2O3 was used as sintering
additive. For comparison, one composition containing simulta-

neouslyY and Al as grain-boundary constituents was introduced.
To reveal the effect of the SiC-SN-ratio, compositions were den-
sified primarily by hot-pressing. Besides this, however, all com-
positions were also sintered and characterized in comparison with
the hot-pressed ones in order to demonstrate the possibility to
manufacture also complex components economically.

Experimental Procedure
In order to evaluate the whole range of SiC-SN-composites, the

compositions listed in Table 1 were prepared. Basic powders were
SN-BAYSINID ST (BAYER AG/H. C. Starck), SiC-UF25 (H. C.
Starck), and Y2O3-Grade C (H. C. Starck). Focusing on high-
temperature properties, mainly Y2O3 was used as sintering addi-
tive. To demonstrate the undesirable effect of the simultaneous
presence of Al in the liquid phase of the densified material, one
composition of this kind was enclosed.

In order to establish a comparable chemical composition of the
liquid phase in the different materials, SN-powder was preoxidized
in some cases. The molar ratio of the added Y2O3 to SiO2,
introduced by the oxygen content of the base powders, was di-
rected to be 0.5–1.0. This should result in the crystallization of the
very oxidation-resistant phases Y2SiO5 and Y2Si2O7 in the grain-
boundary phase of all compositions.

Base powders were co-milled in SN-lined planetary mill pots
with SN-balls in n-propanol to avoid contamination by milling
debris and hydrolysis. The resulting slurry was dried, sieved and
hot-pressed with graphite dies. In order to reach complete densi-
fication for the different compositions, hot-pressing conditions had
to be adjusted and resulted in temperatures between 1800–1850°C.
Thus, the different compositions reveal differences in their thermal
history. However, they are all dense (less than 1 percent porosity)
and the composition of their grain-boundary phase is quite similar,
with the exception of composition 100SC-AY which also contains
Al.

Hot-pressed discs of 150 mm diameter were ground on both
sides and cut to prepare samples for the determination of mechan-
ical, thermo-mechanical and thermo-chemical properties as well as
for the microstructural characterization. Testing conditions are
outlined together with the results in the following. For comparison,
some sintering trials were performed to get information on the
ability to produce such materials on a technical scale by sintering
and on the properties achievable by this route.

Results and Discussion
Table 2 summarizes all results obtained with the hot-pressed

materials. Description and discussion for the different properties
occurs in the following after introduction of the resulting micro-
structures.
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Microstructure of the Hot-Pressed SiC-SN Composites.
Figure 1 is a collection of SEM-prints of the different materials
after plasma-etching. Figure 1(a) shows the microstructure of
100SC-Y to consist mainly of globular grains. Grain size is small
and seems to depend mainly on the particle size of the base
powder. Black regions to be seen should not be residual porosity,
but grains broken out during preparation of the polished micro-
section. 100SC-YA has a very similar microstructure concerning
grain size and shape with some more visible grain-boundary phase
(not shown).

Figure 1(b) represents material 75SC-Y characterized by few
dispersed, rod-likeb-SN-grains within the SiC-matrix. Preferably,
the SN-grains are etched away by the plasma method, individual
SiC-grains as well as the residual grain-boundary phase were not
contrasted.

With material 30SC-Y (Fig. 1(c)) matrix is built up by SN with
inter and intragranular dispersed SiC particles. Thus, SiC-particles,
probably below a certain size, get incorporated into the growing
SN-grains. In comparison with 20SC-Y (Fig. 1(d)), 5SC-Y (Fig.
1(e)) and especially the SiC-free material 100SN-Y (Fig. 1(f )) it
becomes obvious, that with increasing content SiC acts as a grain-
growth inhibitor. With decreasing SiC-content the common micro-
structure of SN becomes dominating, characterized by the pres-
ence of elongated interlockedb-SN-grains and the continuous
grain-boundary phase.

The mentioned location of SiC-particles in as well as between
SN-grains is additionally shown in Fig. 2 for 5SC-Y by means of
TEM. It seems that the maximum size of SiC to become incorpo-
rated into SN-grains is about 20 nm. Bigger particles remain in the
grain-boundaries and triple points, respectively. Basically, these
microstructures are very similar to those of Niihara’s materials
(Pan, 1996).

Table 1 SiC-SN compositions evaluated

Table 2 Properties of hot-pressed SiC/SN-composites

1 Resonant Frequency Method
2 Creep Test
* N-Apatite Y5(SiO4)3N

Fig. 1 Microstructure of SiC-SN materials (SEM, etched; Code: see Table 1); ( a) 100SC, (b) 75SC, (c) 30SC, (d ) 20SC, (e) 5SC and ( f ) 100SN.
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Results of X-ray analysis given in Table 2 show that materials
consist ofb-SN and SiC according to about their original ratios.
The grain-boundary phase of the “as hot-pressed” samples con-
tains some traces of crystalline N-apatite Y5(SiO4)3N instead of the
Y-silicates anticipated. This seems to be due to the strong reducing
conditions within the graphite moulds leading to some oxygen and
silica loss, respectively, shifting the overall composition to the
more Y2O3 and N-rich corner of the phase system.

Mechanical Properties at Room-Temperature and at
1400°C. This property set comprises 4-point-bending at room
temperature as well as at 1400°C in air (40/20 mm), fracture
toughness evaluation by means of Vickers hardness indentations
and analysis of crack length (VHI) as well as by SENPB with a
natural crack obtained by the bridging method (VAMAS, 1997),
Vickers hardness (10 kp/HV10) and the dynamic Young’s modu-
lus as a function of temperature, determined by the resonant
frequency method up to about 1300°C in air as well as analyzed by
the creep tests at 1400°C in air.

In Fig. 3 mean values of the bending strength at room temper-
ature as well as at 1400°C are plotted, together with the calculated
ratio of the 1400°C strength to the room-temperature strength in
percent. It can be seen that most variants show a room-temperature
strength of about 750–800 MPa, the lower value of the 75SC-Y
seems not to be a material characteristic, but results of processing
problems. The strength level is surprisingly high for the pure,
liquid-phase sintered SiC-variants but not the optimum to be
reached for pure SN, probably due to the relatively extensive
grain-growth which took place already (see Fig. 1(f )). However,
no influence of the SiC-content on the room-temperature strength
is seen, as reported by Niihara.

The strength at 1400°C is of the order of 500–600 MPa, again
with the exception of 75SC-Y with just about 400 MPa and the
100SC-AY variant. Besides these latter results, the mentioned
1400°C-strength level qualifies all other Y2O3-doped materials as
suitable for applications at high temperatures. This can also be
seen from the calculated ratio of the 1400°C-strength to the room-
temperature strength (in percent), which varies between 65 and 75
percent for these materials. On the other hand, this ratio drops for
the comparative material 100SC-AY to about 20 percent, demon-

strating the dramatic negative effect of the simultaneous presence
of Al besidesY in the grain-boundary phase. This also points out
the necessity for highly pure base-powders for this group of
materials to be used at high temperatures.

Figure 4 represents the fracture toughness values determined by
two different methods as well as the hardnesss values of the
SiC-SN variants. Though there are some inconsistencies with
individual values, a clear trend reveals for the fracture toughness to
increase with decreasing SiC-content. This can be related with the
microstructure of these materials as the SN-rich grades show the
characteristic elongated SN-grains leading to high fracture tough-
ness values by an “in-situ” toughening. The dependency on the
SiC-content is more or less linear and does not show a maximum
with SiC contents of 5–30 percent, as described by Niihara.

Also the hardness shows a clear dependency on the SiC-content
following possibly the rule of mixture of the harder SiC and the
less harder SN-phases. Surprisingly, for the 100SC-AY variant, an
extremely high hardness was analyzed, succeeding the 100SC-Y
variant by more than 25 percent. This, however, is not of impor-
tance for the high-temperature behavior.

The Young’s moduli of the different compositions as a function
of temperature are plotted in Fig. 5 for the absolute values (Fig.
5(a)) as well as for their relative changes with respect to the
room-temperature value (Fig. 5(b)). As can be seen from Fig. 5(a),
there are distinguished differences between the different compo-
sitions with respect to the absolute values at room-temperature,

Fig. 2 TEM investigation of the SiC/Si 3N4 composite with 5 percent SiC;
1: Si 3N4; 2: SiC intracrystalline; 3: SiC intercrystalline; 4: secondary
phase.

Fig. 3 Bending strength at room-temperature and 1400°C in air of hot-
pressed SiC-SN-materials

Fig. 4 Fracture toughness and hardness of hot-pressed SiC-SN-
materials
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following more or less the rule of mixture of high-modulus SiC
and lower modulus SN.

Temperature dependences of Young’s moduli show relatively
small changes for all compositions containing only Y2O3 as sin-
tering additive up to temperatures of about 1350°C, determined by
the resonant frequency method (RFM). A second set of Young’s
moduli was calculated from the strain of the samples during the
creep test at 1400°C, based on a special displacement measurement
(Table 2). All in all, these values are in accordance with the
RFM-results and confirm the high-temperature stability of the
Y2O3-doped materials.

In opposite, composition 100SC-AY containing simultaneously
Y and Al reveals a marked drop at temperatures above 1000°C,
indicating a softening of the grain-boundary phase. This different
behavior is best seen by the plot of the relative values in Fig. 5(b).
Whereas allY-doped compositions prove to be very stable up to
temperatures of about 1350°C with a retention of about 95 percent
of the room-temperature value, composition 100SC-AY is not
qualified for applications at temperatures above 1000°C. The rea-
son for this is only the effect of Al, being considered in the
selection of base powders and sintering additives for materials to
be applied at high temperatures.

Long-Term High-Temperature Properties. With this re-
spect, creep and oxidation behavior at 1400°C for at least 100 h

was determined. The first was analyzed in 4-point-bending, 40/20
mm fixture and 100 MPa initial stress in air, in order to get basic
information on the deformation behavior at high temperatures. For
detailed investigations, creep has to be determined in tensile mode
because of the well-known difficulties with shifting of the neutral
axis in flexure. The oxidation behaviour was investigated by using
a muffle furnace with samples placed on SSiC-rods.

Strain as a function of time for the different compositions is
plotted in Fig. 6. As can be seen, there is a positive effect of small
amounts of SiC (5–20 percent), resulting in materials with an
improved creep resistance in comparison with 100SN-Y. 30SC-Y
is as resistant as 100SN-Y, while still increasing SiC-contents lead
to increased creep. This might be associated with the markedly
higher contents of Fe, Al and Ca of the SiC-powder UF25 in
comparison with the SN-powder BAYSINID. Surprisingly,
100SC-Y does not follow this trend, but shows the highest creep
resistance of all Y-doped samples. This cannot be explained till
now.

Again, 100SC-AY deforms most at high temperatures (not
shown), indicating once more the strongly negative effect of the
presence of Al in the grain-boundary on high-temperature proper-
ties. With the testing conditions applied, creep rate is in the order
of 1024 1/h and the sample fractured after about 10 h. With creep
rates in the order of 1026 1/h, compositions containing onlyY and
SiC-contents up to about 20 percent qualify for applications at high
temperatures.

A more negative effect of rising SiC-additions to SN-base
material results for the oxidation behavior, as represented in Fig. 7.
Lowest weight gain is found for 100SN-Y while forY-doped

Fig. 7 Oxidation of hot-pressed SiC-SN-materials (1400°C, 100 h, air)

Fig. 5 Young’s moduli of the hot-pressed SiC-SN-materials as a func-
tion of temperature ( a) absolute values and ( b) relative changes

Fig. 6 Flexural creep of hot-pressed SiC-SN-materials
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compositions containing SiC, the weight gain rises on a double or
threefold level of the 100SN-Y material. However, this is still a
relatively low level. A dramatic increase results from the simulta-
neous presence of Al andY in 100SC-AY, indicating that Al also
favors oxidation.

The extent of materials degradation by oxidation is represented
by SEM-analysis of oxidized samples (Fig. 8). As can be seen, in
contrast to the results of weight gain, strongest degradation occurs
in 100SN-Y with the formation of secondary pores (Figs. 8(a, b)).
Probably, the low weigth gain is due to some vaporization of
grain-boundary phase. With increasing SiC-content, the formation
of secondary pores and bulk degradation is suppressed, obviously
because a more dense and stable oxidation layer forms (Fig. 8(c)).
This is interpreted as a very positive effect of SiC-additions,
improving long-term high-temperature stability and has also been
found recently by another research group (Klemm, 1997).

Sintering Experiments. With all compositions described
above, sintering trials were performed by the so-called two-step
gas-pressure sintering technique. This technique comprises a first
sintering step under relatively low gas-pressure to a densification
stage where no more open porosity is present in the samples. In a
second step, gas-pressure is increased to 10 MPa, supporting
densification by the action of this isostatic pressure on the samples.
Composition of the gas has to be established in order to avoid
reaction with constituents of the samples. AllY-doped composi-
tions could be densified by this technique to comparable densities
as with hot-pressing at 1850–1900°C. 100SC-AY already reached
complete densification at 50°C lower temperature.

Properties and their dependences on SiC-content were very
similar to the hot-pressed grades. Strength at room-temperature as
well as at 1400°C was about 10 percent lower, obviously due to
residual microporosity. This also influenced the oxidation resis-
tance. Thus, various variants still show attractive properties, espe-
cially with respect to their long-term high-temperature behavior.
Succeeding in densification of these composites by sintering opens
up manufacturing of more geometrically complex components in
an economical way.

Conclusions
With the used raw-materials and processing technique, compos-

ites were obtained with microstructures meeting the requirements
for the so-called “nano-composite concept”, i.e., the presence of
the inter as well as intragranular SiC-particles. All compositions
show attractive properties at room-temperature. Whereas room-
temperature strength does not hardly show any dependence of the
SiC-content, KIc, hardness as well as Young’s modulus, follow
more or less the rule of mixture of the SiC/SN-ratio. No “nano-
composite effect” was found over the whole compositional range.

Properties at high temperatures are mainly effected by the

sintering additives used besides the SiC-content. The presence of
Y and Al in the grain-boundary phase results in a dramatic material
degradation at temperatures above 1000°C. OnlyY-doped materi-
als show attractive properties up to about 1400°C, characterized by
about 70 percent of the room-temperature strength at 1400°C (air),
more than 90 percent of the room-temperature Young’s modulus at
1300°C (air), creep rates in the order of 1025–1026 1/h at 1400°C,
100 MPa (air) and oxidation weight gain of 0.2–0.4 mg/cm2 at
1400°C after 100 h.

Creep is reduced for compositions containing 5–20 percent SiC
in comparison with 100SN-Y, revealing a compositional depen-
dency on the SiC-content. Tough oxidation weight gain increases
with rising SiC-content, degradation of the bulk material by the
formation of secondary porosity is reduced. Thus, the presence of
up to about 20 percent SiC provides an improvement of the
long-term high-temperature stability of such composites.

Of importance is the proof that all the SiC-SN composites
investigated can be sintered to high densities with only diminish-
ing loss in properties in comparison with the hot-pressed grades.
Thus, also components with a more complex geometry can be
produced in an economic way.
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High Temperature Oxidation
and Corrosion of Silicon-Based
Non-Oxide Ceramics
The present study is focussed on the oxidation behavior of nonoxide silicon-based
ceramics. Various Si3N4 and SiC ceramics were examined after long term oxidation tests
(up to 5000 h) at 1500°C in ambient air. The damage mechanisms were discussed on the
basis of a comprehensive chemical and microstructural analysis of the materials after the
oxidation tests. The diffusion of oxygen into the material and its further reaction in the
bulk of the material were found to be the most critical factors during long term oxidation
treatment at elevated temperatures. However, the resulting damage in the microstructure
of the materials can be significantly reduced by purposeful microstructural engineering.
Using Si3N4/SiC and Si3N4/MoSi2 composite materials provides the possibility to improve
the high temperature stability.

Introduction
Nonoxide silicon-based ceramics such as Si3N4 and SiC are promising

candidates for use as structural components in advanced heat engines at
temperatures between 1300 and 1500°C. Recently developed materials
exhibit remarkably high mechanical properties at elevated temperatures
[1–4]; however, their actual application is still limited by their insufficient
long term reliability under severe thermal, environmental and mechanical
loading conditions. The major limitations determining the long term
reliability of silicon nitride and silicon carbide materials is the evolution
of damage caused by creep or subcritical crack growth during service at
elevated temperatures. In ambient air these damage mechanisms are
additionally influenced by the interaction of the material with the oxida-
tive environment. The accumulation of these damages will ultimately
dictate the performance and lifetime of the material and must be conse-
quently predictable before the structural component can be confidently
applied. For that reason a key aim in developing silicon-based nonoxide
ceramic materials for long term applications at high temperatures is the
comprehensive understanding of these processes, especially focussing on
the correlations between microstructural features (e.g., composition and
condition of the grain boundary phase) and lifetime determining pro-
cesses. A schematic survey of the failure mechanisms occurring during
long term exposure of silicon nitride materials under severe thermal,
environmental and mechanical loading conditions is given in Fig. 1.

Whereas the time-to-failure behavior at lower stresses is deter-
mined predominantly by microstructural changes as a consequence of
creep deformation, the failure at higher stresses is mainly caused by
subcritical crack growth (SCG) from pre-existing flaws. After a longer
exposure at elevated temperatures (.100 h) these damage mecha-
nisms are furthermore influenced by oxidation processes (newly
formed oxidation damages) with the consequence of an additional
degradation of the lifetime performance of the material [5–8].

The effect of the oxidative corrosion on the long term mechanical
behavior of silicon-based nonoxide materials at elevated temperatures
has been the objective of several studies. At lower temperatures and
in the first stage the oxidation process can initially be of some benefit
by the healing of pre-existing surface flaws, thereby reducing the
critical defect size [9–12]. Other authors have demonstrated that the
oxidation process can increase the creep resistance and the time to

failure [13–15]. The most probable explanation of these effects is the
diffusion of the creep cavitation enhancing impurities to the edge of
the specimen. After long term exposure at temperatures of 1400°C
and higher, however, these beneficial effects were ousted by the
results of oxidation processes. Besides the upper oxidation surface
layer being formed, various microstructural changes in the bulk of the
materials to a depth of more than 1 mm were observed after long term
oxidation treatment at temperatures between 1400 and 1500°C. For
example, the composition of the grain boundary can change due to
penetration of oxygen into the material. The result of these processes
is usually a deterioration of the crack growth resistance, in particular
of the threshold of crack growth [5]. Other authors [6, 7] reported that,
as a result of the segregation of the sintering additive cations from the
grain boundary phase into the surface oxide scale, a degraded layer
containing numerous micropores was formed just beneath the oxida-
tion layer during high temperature treatment at 1400°C. A degrada-
tion in strength was observed as a consequence of these damages.
Under stress loading conditions these micropores can also promote
crack opening processes with the result of a shorter time to failure of
the material. Such an oxidation enhanced crack propagation was
described by Wereszczak [16], who tested a HIP’ed silicon nitride
with 6 percent Y2O3 as the sintering aid in dynamic fatigue in ambient
air and inert (argon or nitrogen) environments. On the fracture surface
of the specimen tested in air he observed a characteristic stress-
oxidation damage zone, which weakened the material. On the con-
trary, there was no such damage in inert environments.

For that reason a key objective in developing nonoxide silicon-
based ceramic materials for long term applications at high tem-
peratures is the comprehensive understanding of oxidation pro-
cesses.

The present study is focussed on the oxidation behavior of three
Si3N4 materials, one SiC material and two Si3N4 composites
(Si3N4/SiC and Si3N4/MoSi2). Based on a comprehensive chemical
and microstructural analysis of the materials after more than
1000 h oxidation at 1500°C, an interpretation of the different
oxidation mechanisms obtained is suggested. Finally, the potential
of the materials is discussed in terms of time-to-failure behavior at
elevated temperatures.

Experimental Procedure
The studies were conducted on an S SiC (B, C) (SSiC), a HIP’ed

Si3N4 without sintering additives (HIPSN), two hot pressed Si3N4

materials with Y2O3 (SNY) and Y2O3/Al 2O3 (SNY/Al) and the
Si3N4 composites Si3N4/SiC (SNC) and Si3N4/MoSi2 (SNMo) with
Y2O3 as a sintering additive (hot pressed). The materials exhibited
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the typical microstructure as known from literature: HIPSN mainly
globular grains with a average grain size of 0.3mm; SSiC 8mm;
SNY, SNC, SN Mo and SNY/Al with elongated grains with 0.25
mm and 0.3mm (SNY/Al) in the shortest dimension. The phase
composition of the materials was determined by X-ray diffractom-
etry using CuKa radiation. XRD showed the presence ofb-Si3N4

or SiC with a small amount ofa-Si3N4 (,5 percent) and SiC and
MoSi2 in the composite. A large part of the grain boundary phase
was found to be crystallized with Y-apatite structure in the Si3N4

materials SNY, SNC, SN Mo, and SNY/Al.
The oxidation resistance of the materials was studied using

bending bars with dimensions of approximately 3 mm3 4 mm3
50 mm in a high temperature furnace at 1500°C in air with
periodical measurement of the weight gain up to 5000 h. After
oxidation, the phase composition of the oxidation surface layer and
the bulk below the oxidation layer was investigated by XRD. To
assess the damage caused by the oxidation after 1000 h, the
oxidized specimens were also tested in bending and compared with
the strength of the as-hot-pressed samples. Information about the
microstructural alterations was obtained by observing polished and
etched (CF4-plasma) surface sections in the SEM.

Results and Discussion

Mechanical Properties. Selected mechanical properties of
the materials investigated are summarized in Table 1. The differ-
ences in the mechanical properties of these materials was mainly
the result of the amount and composition of the grain boundary
phase. Materials both with a high refractory grain boundary phase
(SiO2 in HIPSN) and without (SSiC) exhibit superior high tem-
perature creep resistance; however, the level of their room tem-
perature properties was found to be quite poor in comparison to the
materials with a weaker grain boundary phase with better mechan-
ical properties at ambient temperatures and a degradated creep
resistance [17]. The creep data of the materials in this study were
calculated using the deflection in the inner span of the four-point
bending cell between 90 and 100 h. Note that the creep tests were
conducted in bending (the nonlinearity of the elastic stress distri-
bution in the beam and the difference of the materials under
tension and compression were neglected).

Oxidation Resistance. The oxidation behavior of all materi-
als investigated approximately obeyed a parabolic mechanism.
However, the weight gain was found to vary between the materials
observed. During oxidation a protective oxide layer was formed on
the surface of the nonoxide materials. Caused by the different grain
boundary chemistry, the composition of the oxidation layer was

different, which consequently led to changes in softening point and
viscosity and finally to different diffusion coefficients of oxygen
into the materials. The HIP’ed Si3N4 and the SiC material were
found to be the most stable materials. The HIPSN material exhib-
ited the lowest weight gain because a quite clean protective layer
of pure SiO2 with the lowest diffusion coefficient of oxygen was
formed. In the case of SSiC, the parabolic oxidation rate increased
after 1000 h, and the weight gain was found to be about twice that
of the HIP’ed Si3N4. Possible explanations for this behavior are the
presence of boron in the SiO2 glass (B was used as a sintering aid
in this material) or an accelerated formation of cracks caused by a
greater degree of crystallization of crystobalite during cooling. The
results of the oxidation tests performed on these two materials at
1500°C for 2500 h are summarized in Fig. 2 as the weight gain as
a function of the square root of time.

The oxidation rate constants, calculated from the slope of the
Dm versus=t plot of the data between 1000 and 2500 h, exhibit
the following values:

HIPSN: Kox 5 5.2 3 1028 mg2cm24s21;
SSiC: Kox 5 3.1 3 1027 mg2cm24s21.

XRD of the oxidation layer showed the presence of crystallized
SiO2 (cristobalite) in both materials. Onlyb-Si3N4 or SiC were
detected in the bulk below the oxidation layer.

A similar oxidation behavior of the two “additive-free” materi-
als was confirmed by observing polished and etched cross sections
of the Si3N4 material after 2500 h (Fig. 3(a) and the SSiC material
(Fig. 3(b)) after 1000 h of oxidation treatment at 1500°C. The
microstructural development during oxidation was found to be
similar in both materials. A dense oxidation layer consisting of
glassy silica was observed. The cracks found in this oxidation layer
are the consequence of the crystallization of cristobalite in com-
bination with volume shrinkage during cooling, as mentioned
above. Below the oxidation layer, no differences in the microstruc-
ture and chemical composition in comparison to the one in the
as-sintered condition were observed.

In summary of these results, it can be concluded that the
oxidation process of the additive-free materials was mainly con-
trolled by oxygen diffusion through the upper oxidation scale. The
oxidation of the materials was found to occur at the interface
between the oxidation surface and the bulk of the materials.

Figure 4 shows the oxidation behavior of the materials with
yttria and yttria/alumina as the sintering additive at 1500°C. In
both materials, especially in the case of the alumina-containing
material, the oxidation in terms of weight gain was found to be
higher than in the additive-free materials. This behavior was the
consequence of increased oxygen diffusion into the material
caused by the chemistry of the surface layer formed during the
oxidation process (lower eutectic and viscosity due to the yttria
and the yttria/alumina present). This behavior was confirmed by
the oxidation rates of the two materials:

SNY: Kox 5 1.1 3 1027 mg2cm24s21;
SNY/Al: K ox 5 1.1 3 1025 mg2cm24s21.

The oxidation kinetics were found to be nearly parabolic as
well; however, a decreasing oxidation rate was observed, espe-

Table 1 Mechanical properties of the materials investigated;
sRT and s14: four-point bending strength at room temperature
and 1400°C,Klc: SENB t 5 0.15 mm, ė: 200 MPa, 1400°C

material r/g/cm3 sRT/MPa s14/MPa Klc/MPa=m ė/h21

HIPSN 3.20 510 500 3.0 8.03 1026

SSiC 3.18 430 430 2.8 1.53 1026

SNY/Al 3.30 950 720 8.5 6.03 1025

SNY 3.29 1180 730 8.2 1.53 1025

SNC 3.29 820 750 7.4 1.83 1025

SN Mo 3.47 930 730 8.2 1.83 1025

Fig. 1 Failure mechanisms of Si 3N4 materials during long term mechan -
ical testing at elevated temperatures in air (SCG: slow crack growth)
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cially in the case of the SNY/Al material. This behavior is thought
to be due to evaporation processes during the oxidation of the
Si3N4 material, as reported recently [18].

The upper oxidation layer of these materials consisted of crys-
talline Y2Si2O7 and cristobalite in a glassy layer consisting mainly
of SiO2. Some crystalline Si2ON2 , in addition to Si3N4 and
Y2Si2O7 , was detected by XRD in the bulk of the material just
beneath the oxidation layer.

More information about the oxidation of the SNY and SNY/Al
materials was obtained by SEM studies of the surface region of the
oxidized specimens. The microstructure of these materials was
found to be changed considerably. Figure 5 shows the microstruc-
ture of the SNY/Al material after 1000 h (a) and SNY after 2500 h
(b) oxidation at 1500°C. In both materials the polished cross

section of the surface region exhibited a considerably damaged
microstructure with cracks, pores, and grain boundary phase re-
gions extending to the middle of the specimen, similar to various
Si3N4 materials described in the literature [5–7]. The effect of the
oxidation treatment can be seen particularly in the case of the
Al 2O3-containing material.

The presence of Al2O3 results in an additional change in the
chemistry of the protective oxidation layer. Due to the lower
eutectic and viscosity of the oxidation layer, the oxygen diffusion
was found to be the highest of all the materials investigated. In
contrast to the additive-free materials, in which the diffusion of the
oxygen proceeded only to the interface between the surface oxi-

Fig. 2 Oxidation behavior of the SSiC and the Si 3N4 materials without
additives at 1500°C, illustrated as the weight gain as a function of the
square root of time ( h HIPSN, ‚ SSiC, 2500 h)

Fig. 3 SEM images of polished cross sections of the Si 3N4 material ( A)
after 2500 h, and the SSiC material ( B) after 1000 h of oxidation treatment
at 1500°C

Fig. 4 Oxidation behavior of the Si 3N4 materials with Y 2O3 and Y 2O3/
Al 2O3 as sintering additives at 1500°C, illustrated as the weight gain as a
function of the square root of time ( h SNY/Al 1000 h, ‚ SNY 2500 h)

Fig. 5 Microstructural damage in the surface region of the Si 3N4 mate-
rials with Y 2O3/Al 2O3 , 1000 h (a) and Y 2O3 , 2500 h (b) as sintering
additives after oxidation at 1500°C
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dation layer and the bulk, some oxygen diffusion into the bulk of
the materials with Y2O3 and Y2O3/Al 2O3 was observed.

The oxidation process in these materials occurs predominantly in
the glassy phase of (1) the oxidation layer and (2) the grain boundaries
and triple junctions between the silicon nitride grains. It is supposed
that the oxidation occurring in the upper oxidation scale was con-
trolled by the dissolution of Si3N4 into the glassy phase of the
oxidation layer. If the rate of the dissolution of Si3N4 into the glass
was smaller than necessary to react completely with the oxygen
diffusing through the upper oxidation layer, the residual oxygen could
propagate into the bulk of the Si3N4 , as observed in the Y2O3- and
especially in the Y2O3/Al 2O3-containing material used in this study.

This residual oxygen was responsible for the microstructural
alterations and damages observed in the yttria-containing materi-
als. As a consequence of the oxidation in the grain boundaries of
the bulk beneath the upper oxidation layer, an increased SiO2

activity in the grain boundary phase was observed. The accumu-
lation of SiO2 in the surface scale of the material results in the
known damage mechanisms, e.g., increased evaporation processes
in the upper surface scale of the Si3N4 as proposed in a former
report [18] or the segregation of the grain boundary cations (Y31/
Al 31) to the surface during high temperature oxidation observed
particularly in the Al2O3-containing material. As already reported
by Clarke [19], the SiO2-rich layer at the surface of the material
creates a chemical gradient and a driving force for the grain
boundary phase cations to diffuse into this silica-rich glass in the
surface of the material.

All these processes observed during oxidation in the SNY and
SNY/Al materials finally led to the damaged microstructure shown
in Fig. 5(a) and (b). The consequence of this damaged microstruc-
ture was a significantly reduced room temperature bending
strength after oxidation at 1500°C, which was found to be about
three times lower than in the as-hot-pressed condition.

Improved Oxidation Resistance in Si3N4-Based Composites.
As shown above, the diffusion of oxygen into the bulk material and
the resulting oxidation processes were found to be the main factors
leading to alterations of the microstructure and consequently to the
degradation of the mechanical properties of the Si3N4 materials
with sintering additives.

In former studies Si3N4/SiC and Si3N4/MoSi2 composite materials
were found to obey a less severe oxidation mechanism in comparison
to the monolithic Si3N4 material, with the consequence of an im-
proved microstructural and mechanical stability after high tempera-
ture oxidation [18, 20–22]. Figure 6 shows the oxidation behavior up
to 5000 h at 1500°C in air of two Si3N4 composites with SiC and
MoSi2. The oxidation rate constants exhibit these values:

SNC: Kox 5 8.4 3 1027 mg2cm24s21;
SNMo: Kox 5 9.7 3 1027 mg2cm24s21.

In spite of the higher oxidation in terms of the weight gain in
comparison to a monolithic Si3N4 material with the same compo-
sition (Fig. 4), the residual strength of the composite materials was
found to be considerably less degradated after oxidation. Figure 7
shows the results of the bending tests of the three materials
performed after 1000 h oxidation at 1400, 1450 and 1500°C. The
“pest” oxidation observed in MoSi2 materials at lower tempera-
tures was not found. This was the consequence of the rapid
formation of a dense oxidation layer consisting mainly of silica at
temperatures$1400°C preventing the diffusion of a large amount
of oxygen into the material.

While a reduction of the residual strength after 1000 h oxidation
at 1500°C to a level of about 450 MPa was observed in the case of
the Si3N4 material, the composite materials exhibited a consider-
ably higher residual strength (650–700 MPa).

These results should be attributed to the microstructural devel-
opment of the composite materials during the oxidation treatment,
namely a significantly lower amount of damages than in the Si3N4

material, although the oxidation processes also occurred in the
bulk composites. As shown in Fig. 8 and Fig. 9, no cracks, pores
or accumulations of glassy phase were found in the microstruc-
tures of the oxidized Si3N4/SiC and Si3N4/MoSi2 composite spec-
imens.

This behavior was the consequence of different processes in the
surface region of the materials, resulting in a changed oxidation
mechanism in the composites. The important feature of the com-
posite materials was the increased formation of Si2ON2 instead of
SiO2 , producing an additional layer between the oxidation surface
and the bulk of the silicon nitride composite materials. The for-
mation of crystalline Si2ON2 in the composite materials was de-
tected by XRD. Additionally, the Si2ON2 crystallites were found
by their typical partial-fiber twin-like appearance in polished and
plasma etched sections in the SEM images in Fig. 8(b) and Fig.
9(b) [9, 10]. The damage processes described above did not occur,
with the result of a considerably less degraded microstructure of
the composite materials after long term oxidation treatment at
elevated temperatures.

The significantly reduced defect size in the composite material
gives an idea as to the potential in terms of their stability and
time-to-failure behavior at elevated temperatures.

The results of time-to-failure tests at 1400°C are summarized in
Fig. 10. The additive-free materials (e.g., SSiC) exhibited superior
high temperature stability; however, because of their brittleness the
mechanical level which these materials were able to survive was
found to be quite low in comparison to the Si3N4 materials with
additives. The influence of oxidation was found to be less severe
because of the simple diffusion-controlled oxidation mechanism.
The oxygen penetrated through the protective layer of amorphous

Fig. 7 Comparison of the bending strength of the Si 3N4 materials as hot
pressed and after 1000 h oxidation treatment at 1400, 1450, and 1500°C

Fig. 6 Oxidation behavior of the Si 3N4 composites at 1500°C ( h Si3N4/
SiC, ‚ Si3N4/MoSi 2 , 5000 h)
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and crystalline SiO2 and reacted at the interface between this
oxidation layer and the bulk of the material without any changes in
the microstructure and chemical composition of the bulk material.

The stress level in the lifetime tests of the additive-containing
Si3N4 materials was found to be higher. This was the consequence
of the interaction of an elongated microstructure developed during
sintering with the grain boundary phase. The normally degradating
effects of the weaker grain boundary phase (amount, softening
point, viscosity) observed in creep and SCG at elevated tempera-
tures [17] were less serious due to a highly crystallized grain
boundary phase.

While the Si3N4 materials exhibited nearly the same behavior at
higher stresses after short time, the monolithic Si3N4 material was
observed to be considerably more damaged after long term testing
in comparison to the Si3N4 composites (all materials with nearly
the same base material composition, Y2O3 as sintering additive).
The increased SiO2 activity in the upper region of the bulk material
was responsible for the degraded microstructure (cracks, pores,
grain boundary phase inhomogeneities) which consequently led to
a reduced SCG resistance of the monolithic Si3N4 material. As a
consequence of the altered oxidation mechanism in the Si3N4

composite materials, with the formation of Si2ON2 instead of
SiO2 , the microstructural degradation during oxidation was found
to be considerably reduced.

Conclusion
The influence of oxidation on high temperature stability and

time-to-failure behavior of silicon-based nonoxide ceramics was
studied. The materials without sintering aids exhibited the highest
stability in terms of oxidation. The influence of oxidation was
found to be less severe on the lifetime behavior because of the
simple diffusion-controlled oxidation mechanism. However, the

mechanical level at which these materials were able to survive was
found to be quite low in comparison to the Si3N4 materials with
additives.

In the case of the additive-containing materials, the diffusion of
oxygen into the materials was found to be increased because of the

Fig. 8 (a) Surface region of a polished and etched cross section and ( b)
Si2ON2 interlayer in the bulk of the SNC material after 2500 h of oxidation
at 1500°C

Fig. 9 (a) Surface region of a polished and etched cross section and ( b)
Si2ON2 interlayer in the bulk of the Si 3N4-MoSi 2 composite material after
2500 h of oxidation at 1500°C in air

Fig. 10 Comparison of time-to-failure behavior of silicon-based nonox-
ide materials at 1400°C in bending; 1 SNMo, 2 SNC, 3 SNY, 4 SSiC
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weaker properties (softening point, viscosity) of the protective
oxidation layer. As a consequence of the higher amount of oxygen
diffusion, oxidation processes with an increased formation of SiO2

took place in the upper region of the bulk material, which were
responsible for the microstructural degradation of the materials
during oxidation and the resulting degraded behavior in time to
failure at elevated temperatures.

In the case of the composite Si3N4 materials, the oxidation
mechanism was found to be different. The microstructural degra-
dation was found to be considerably reduced because of the
formation of Si2ON2 instead of SiO2 during oxidation, which
consequently led to a significantly reduced defect size in these
composite materials after oxidation. The higher oxidation stability
of the Si3N4/SiC and the Si3N4/MoSi2 composite materials was
found to be the main reason of the improved behavior in time to
failure at elevated temperatures.
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System Identification of
Jet Engines
System identification plays an important role in advanced control systems for jet engines,
in which controls are performed adaptively using data from the actual engine and the
identified engine. An identification technique for jet engine using the Constant Gain
Extended Kalman Filter (CGEKF) is described. The filter is constructed for a two-spool
turbofan engine. The CGEKF filter developed here can recognize parameter change in
engine components and estimate unmeasurable variables over whole flight conditions.
These capabilities are useful for an advanced Full Authority Digital Electric Control
(FADEC). Effects of measurement noise and bias, effects of operating point and unpre-
dicted performance change are discussed. Some experimental results using the actual
engine are shown to evaluate the effectiveness of CGEKF filter.

Introduction
High performance of modern jet engines has been attained by

steady efforts focused on technological improvements of individ-
ual engine components and materials. It is considered that the
improvement is close to limitations and higher performance is
difficult without innovative new technologies. However, there is a
possibility to improve performance by a control. Current engines
are operating with sufficient safety margins, such as temperature
and surge margin, considering engine to engine variations, deteri-
oration, sensor and actuator error, distortion, etc. If important
engine variables can be identified precisely, the control can reduce
these margins and improve performance by using the latent capa-
bilities of the engine. System identification plays a very important
role in such controls, and will become a very important part of
future FADEC, a Full Authority Digital Electric Control, of jet
engines.

A concept of advanced FADEC for future engines is shown in
Fig. 1. It will include a schedule control and a multivariable robust
control at a more advanced level than that of conventional FA-
DECs. Also included will be a performance seeking control, a
redundant control and a condition monitoring for higher efficiency,
reliability, safety, maintainability, etc. Moreover, it will be a part
of the flight/propulsion integrated control, exchanging information
with the flight control system. All of these controls may require an
internal model-engine and the construction of an adaptive control
system, in which controls are performed adaptively, depending on
the operating condition, referring data from the actual engine, the
internal model engine and the flight control system. For example,
a performance-seeking control can be realized by reliable estima-
tions of surge margin, turbine inlet temperature, thrust, efficiency,
etc. An engine condition monitoring system can be realized by
estimations of engine component deviation parameters. All of
these estimation data will be supplied from an internal model-
engine constructed by an on-line system identification technique,
as shown in Fig. 1.

Many works on system identification of jet engines have been
done. The major objectives of these works are (i) diagnostics of
engine condition (Kerr, 1991; Urban, 1992; Doel, 1992), (ii)
improvement of propulsion/flight performance (Luppold, 1989;
Espana, 1993; Adibhatla, 1993; Orme, 1994), and (iii) improve-
ment of the reliability of control system (Merrill, 1988; Volponi,

1994). Most of these techniques are based on linear theories and
not applicable to a nonlinear system directly. Usually, linear iden-
tification systems are designed at selected operating points; then
identification at a specific operating point is performed interpolat-
ing those. This piecewise technique was widely used because the
computational burden was low. However, due to current remark-
able progress of micro-processor or DSP boards in speed, cost,
weight, power consumption, etc., it become possible that a non-
linear system model is applied directly to identification process,
instead of a piecewise linear model.

A system identification technique for jet engines using the
Constant Gain Extended Kalman Filter (CGEKF) has been de-
signed for a two-spool turbofan engine and evaluated by nonlinear
dynamic simulation test and actual engine running test. It has been
concluded that the CGEKF is a promising candidate for system
identification in future FADEC.

Constant Gain Extended Kalman Filter (CGEKF)
A nonlinear dynamical system is expressed as follows:

ẋ 5 f ~x, u! 1 Gv

ym 5 gm~x, u! 1 w

yu 5 gu~x, u! (1)

where,x: state vector,u: control vector,ym: measurable output
vector,yu: unmeasurable output vector,v: system noise vector,w:
measurement noise vector, andG: system noise transfer matrix. By
linearizing Eq. (1) at a specific operating point, a linearized engine
model is derived as follows:

ẋ 5 Ax 1 Bu 1 Gv

ym 5 Cx 1 Du 1 w

yu 5 Cux 1 Duu (2)

where, (A, B, C, D, Cu, Du): system matrices. Assuming noise
covariance matrices:

E~vv9! 5 Q, E~ww9! 5 R,

E~v! 5 0, E~w! 5 0 (3)

maximum likelihood estimates of state, measurable and unmea-
surable output vector,x̂, ŷm and ŷu, are given by,

ẋ̂ 5 Ax̂ 1 Bu 1 K ~ym 2 Cx̂ 2 Du!

Contributed by the International Gas Turbine Institute (IGTI) of THE AMERICAN

SOCIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF ENGI-
NEERING FOR GAS TURBINES AND POWER. Paper presented at the International Gas
Turbine and Aeroengine Congress and Exhibition, Stockholm, Sweden, June 2–5,
1998; ASME Paper 98-GT-99.

Manuscript received by IGTI March 2, 1998; final revision received by the ASME
Headquarters October 20, 1999. Associate Technical Editor: R. Kielb.

Journal of Engineering for Gas Turbines and Power JANUARY 2000, Vol. 122 / 19
Copyright © 2000 by ASME

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ŷm 5 Cx̂ 1 Du

ŷu 5 Cux̂ 1 Duu (4)

where,

K 5 PC9R 21 (5)

K is the linear Kalman filter gain matrix.P is the steady-state
solution of the Riccati differential equation associated to the co-
variance matrix of the estimates and can be calculated from

AP 1 PA9 1 GQG9 2 PC9R 21CP 5 0. (6)

Extending this method to nonlinear system, maximum likeli-
hood estimates,x̂, ŷm and ŷu, are given by

ẋ̂ 5 f ~x̂, u! 1 K ~x̂, u!~ym 2 gm~x̂, u!!

ŷm 5 gm~x̂, u!

ŷu 5 gu~x̂, u!. (7)

At a specific operating point,K (x̂, u) is obtained by Eq. (5).K (x̂,
u) is a nonlinear function of the operating point and must be
evaluated repeatedly when the operating point is moving. This is
called the Extended Kalman Filter (EKF) and requires a great deal
of computer power. To overcome the substantial computational
burden imposed by the EKF, Safonov and Athan suggested the use
of Constant Gain Extended Kalman Filter (CGEKF), in which
filter gain, K , is a constant matrix designed at a representative
operating point. They also showed the conditions under which a
class of nonlinear observers is nondivergent (Safonov, 1978; Mi-
sawa, 1989). This provides a basis for design of practical, nondi-
vergent CGEKF estimators. It should be noted that the differenti-
ation of equation in the linearization process might unfavorably
affect the guaranteed robustness properties of CGEKF.

The CGEKF is diagrammed as shown in Fig. 2. It is almost a
nonlinear dynamic simulation of system, except for the so-called
innovation process,K (ym 2 ŷm), the Kalman filter gain multiplied
by a difference between measured variables and estimated vari-
ables. CGEKF for advanced control must run in real time or faster
than real time and can be realized using currently available micro-
processors or DSP boards with significant computational capabil-
ity.

CGEKF for Turbo Fan Engine
A two-spool turbofan engine is considered here (refer to Fig. 3).

Engine component performance data and some overall perfor-

Nomenc la tu re

A, B, C, D 5 engine system matrices
E[ 5 Expected value of[

f[, g[ 5 function of [
G 5 system noise transfer ma-

trix
K 5 Kalman filter gain matrix

P, Q, R 5 covariance matrix of esti-
mate, system noise and
measurement noise

u 5 control vector
v 5 system noise vector
w 5 measurement noise vector
x 5 state vector
y 5 output vector

Superscript

[21 5 matrix inverse
[9 5 matrix transpose

˙ 5 derivative
ˆ 5 estimate

Subscript

c, e 5 engine component devia-
tion, engine

m, u 5 measurable, unmeasurable
b 5 bias

Engine Variables

A 5 nozzle area deviation pa-
rameter

F 5 thrust
G 5 flow deviation parameter
h 5 enthalpy

M 5 flight Mach number
m 5 stored mass

N, Nh, Nl 5 rotational speed
P, p 5 total and static pressure

Sfc 5 thrust specific fuel con-
sumption

Sm 5 surge margin
T, t 5 total and static temperature

u 5 stored energy
W 5 air or gas flow rate
Wf 5 fuel flow rate

j 5 variable stator angle
h 5 efficiency deviation parame-

ter

Subscripts (refer to Fig. 3 and Fig. 4)

h, l 5 high- and low-pressure
rotor

fh, ft, hc, ht,
lt , mn, bn 5 engine component

name
0, 2, 21, 3, 4,
41, 5, 3b, 5b 5 engine station number

Acronyms

BAV 5 bleed air valve
CGEKF 5 constant gain extended

Kalman filter
DSP5 digital signal process-

ing
EKF 5 extended Kalman filter

ECDP5 engine component de-
viation parameter

FADEC 5 full authority digital
electric control of jet
engine

VSV 5 variable stator vane

Fig. 1 Concept of advanced FADEC

Fig. 2 Concept of CGEKF
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mance data, including dynamic performance, are available for this
engine. The schematic model in Fig. 3 can be diagrammed as
shown in Fig. 4, replacing the engine components with the com-
putational modules developed by the author (Sugiyama, 1990).
This diagram is a nonlinear simulation block diagram. In Fig. 4,
computational modules for compressor (COMP), turbine (TURB),
nozzle (NOZL), combustor (COMB), duct (DUCT), inlet (IN-
LET), rotor (ROTOR), and volume (VOL) are used. Among these
modules, the rotor and volume are dynamic modules and the rest
are static modules.

Engine state vector,xe, is defined as follows:

xe 5 ~Nl , Nh , m21, u21, m3, u3, m4, u4,

m41, u41, m5, u5, m3b , u3b , m5b , u5b!9, (8)

whereNl : low-pressure rotor speed,Nh: high-pressure rotor speed,
m21: stored mass at volume-21,u21: stored energy at volume-21,
and so on. Since inter-component volumes are not so big in usual
jet engines, its dynamics do not contribute significantly to dynamic
behavior of jet engine in the frequency range under 10 Hz (Seld-
ner, 1972). Hence, volume dynamics can be neglected. Then,
engine state vector,xe, becomes

xe 5 ~Nl , Nh!9. (9)

Engine component deviation parameter (ECDP) vector,xc, is
defined as follows:

xc 5 ~Gfh , h fh , Gft , h ft , Ghc, hhc,

Ght , hht , Glt , h lt , Amn, Abn!9, (10)

where Gfh: flow deviation parameter of fan-hub,h fh: efficiency
deviation parameter of fan-hub, and so on.Amn and Abn: area
deviation parameters of main and bypass-nozzle, respectively.
Sincexc is artificial state vector which can be estimated by the
Kalman filter, state equation,

ẋc 5 0 (11)

must be added to the engine state equation in Eq. (1). This means
thatxc is changed when a difference between measured value and
estimated value exists, as shown in Eq. (7). If an engine component
performance is changed gradually or suddenly, it causes a differ-
ence between measurement and estimation; then the CGEKF
changesxc until the difference goes to zero. Total state vector,x,
becomesx 5 (xe, xc)9.

Control vector,u, is defined as follows:

u 5 ~Wf , j, M, p0, t0!9 (12)

whereWf: fuel flow rate,j: variable stator vane (VSV) angle,M:
flight Mach number,p0: ambient pressure,t 0: ambient tempera-
ture. SinceM, p0, and t 0 are independent variables, they are
treated as control variables.

Measurable vector,ym, is selected as follows:

ym 5 ~Nl , Nh , P21, T21, P3, T3, P4,

P41, T41, P5, T5, P3b , T3b!9, (13)

whereP21: total pressure at volume-21,T21: total temperature at
volume-21, and so on.

Unmeasurable vector,yu, is selected as follows:

yu 5 ~F, T4, Wmn, Wbn, Sfc , Sm!9, (14)

whereF: net thrust,T4: turbine inlet total temperature,Wmn: air
flow rate of main-nozzle,Wbn: air flow rate of bypass-nozzle,Sfc:
thrust specific fuel consumption,Sm: surge margin of compressor.

Dimensions of state, control and output vector are summarized
as follows:

Normal state:xe 5 2

Fig. 3 Configuration of two spool turbofan engine

Fig. 4 Simulation block diagram of two-spool turbofan engine
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Artificial state: xc 5 12

Control: u 5 5

Measurable output:ym 5 13

Unmeasurable output:yu 5 6

A necessary condition for the existence of the Kalman filter is the
observability of model. In the jet engine model described above,
necessary condition for the observability (Espana, 1993) is

~dimension ofxc! # ~dimension ofym!. (15)

This condition is fulfilled with one extra measurement.
Assigning state, control and output variables as above, the

Kalman filter gain at a specific operating point is obtained by the
following procedures:

1 Compute system matrices,A, B, C, D, Cu, andDu, in Eq. (2),
which is a linearized form of Eq. (1). Some existing simulation
software include this capability, but great care must be paid to
utilize those because a linearization is very sensitive to the
method applied (Sugiyama, 1994).

2 Define scaling values of state, control and output variables, and
normalize system matrices,A, B, C, D, Cu, andDu, in order to
maintain numerical robustness.

3 Assume noise covariance matrices,G, Q andR, in Eq. (2) and
(3). R is a stochastic characteristic of measurement signal and
may be known, butR andQ are not defined clearly. They can
be treated as free design parameters to tune the Kalman filter.

4 check the observability of (A, C) and compute Kalman filter
gain,K , by Eq. (5).

Then, CGEKF is mechanized using this gain matrix,K . As men-
tioned above, CGEKF is almost a nonlinear simulation of jet
engine, except for the innovation process.

A detailed nonlinear dynamic simulation of jet engine as shown
in Fig. 4 can run in real-time, or a frame time of simulation
becomes less than 1 msec, if a computer power is more than 100
Mflops.1 This computer power is easily available from current
micro-processors.

Nonlinear Simulation Results

Estimation of Engine Component Deviation Parameters
(ECDP). The Kalman filter gain matrix,K , was designed at a
ground maximum thrust condition. When flow and efficiency
parameter changes are implanted in gas path components of the
engine, the CGEKF can recognize the ECDP change as shown in
Fig. 5. For the fan (hub) component, flow parameter,Gfh, dropped
5 percent att 5 2 s, and the efficiency parameter,h fh, dropped 3
percent att 5 3 s, intentionally as shown in Fig. 5(a). Two ECDPs
correspond toGfh and h fh are changed apparently, but other
ECDPs are slightly changed in transient, but go to zero rapidly.
The ECDP estimation is successfully completed in 5 s. Similar
parameter changes are implanted in the fan (tip) (Fig. 5(b)),
high-pressure compressor (Fig. 5(c)), high-pressure turbine (Fig.
5(d)), and low-pressure turbine (Fig. 5(e)). The main nozzle area
parameter,Amn , dropped 5 percent att 5 2 s, and the bypass
nozzle area parameter,Abn , dropped 3 percent att 5 3 s as shown
in Fig. 5(f ). Single or simultaneous ECDP changes can be eval-
uated in CGEKF.

Estimation of Unmeasurable Variable. Figure 6 shows es-
timation of unmeasurable variables, (a) thrust,F, (b) specific fuel
consumption,Sfc, (c) bypass air flow rate,Wbn , and (d) turbine
inlet temperature,T4, along with engine values computed in the
nonlinear dynamic simulation. In the simulation, ECDP changes
are implanted in the hc-compressor as shown in Fig. 5(c), i.e., the
flow deviation parameter,Ghc, dropped 5 percent att 5 2 s, and
the efficiency deviation parameter,h hc, dropped 3 percent att 5

1 Computational speed of current micro processors are over 100 Mflops and enough
for realization of CGEKF. They are also good in size, weight, power consumption,
and cost. Frame time for a two-spool turbofan engine, modeled as shown in Fig. 4,
was approximately 0.2 msec on a DEC’s Alpha Station computer which uses Al-

pha21164 300 MHz CPU and has approximately 600 Mflops. This frame time means
the CGEKF can run 5 times faster than real time.

Fig. 5 Estimation of engine component deviation parameter change Fig. 7 Effect of operating point

Fig. 6 Estimation of unmeasurable variables
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3 s. Estimation errors are observed in transient, but disappeared
rapidly. The reliable estimation of unmeasurable variables is a key
factor for advanced adaptive control of jet engines.

Effect of Operating Point. The CGEKF uses a single gain
matrix,K , for the full flight envelope. Figure 7 shows comparison
of CGEKF, using four kinds ofK , designed at (a) the ground
maximum thrust point, (b) the ground idle point, (c) the flight
maximum thrust point, and (d) the flight idle point. Here the

ground means sea-level static condition and the flight means flight
in Mach 5 0.8 at the altitude5 10,000 m (32,800 ft). When
parameter change is implanted in the hc-compressor as in Fig. 5(c),
CGEKF’s estimates at ground maximum condition is shown in
Fig. 7. It is obvious that estimations are similar for four CGEKFs
designed at the different operating points. This fact is checked at
several operating points and confirms the validity of utilizing the
CGEKF in jet engine application. Actually, the gain matrix,K ,
designed at ground maximum is preferable in view of scaling
problem, because most of variables at ground maximum are close
to maximum values, and also actual data are available.

Effect of Matrices, G, Q, and R, and Measurement Noise.
Three matrices,G, Q, and R, in Eq. (2) and (3) are defined by
characteristics of system noise and measurement noise in nature.
But they can be treated as free design parameters of CGEKF, since
they are not defined clearly in an actual engine/sensor system.
These matrices affect response time and noise sensitivity of
CGEKF. For simplicity, each ofG, Q, andR is set as a unit matrix
multiplied by a scalar constant. The response time of estimation is
defined by eigen values of (A 2 KC ) in Eq. (4). IncreasingG and
Q, and decreasingR result in faster response, but more sensitive to
noise. They should be defined by compromise.

Effect of Measurement Bias. The Kalman filter is very crit-
ical to measurement error, such as bias and drift. When measure-
ment biases exist, the second equation in Eq. (2) is rewritten as

Fig. 8 Effect of measurement bias and unpredicted system change

Fig. 9 Measured variables and estimated variables respond to VSV change
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~ym 1 yb! 5 Cx 1 D~u 1 ub! 1 w, (16)

where,yb and ub is measurement biases in output variables and
control variables, respectively. Then, ifC is invertible,

ym 5 C~x 1 C 21~Dub 2 yb!! 1 Du 1 w (17)

This means that measurement biases are equivalent to ECDP
change,C21(Dub 2 yb). In other words, measurement biases
cannot be distinguished from component parameter changes.

Figure 8(a) shows estimates of ECDP when measurement of the
high-pressure rotor speed,Nh, is biased13 percent att 5 2 s.
Measurement bias causes incorrect estimates as the high pressure
compressor’s performance changes. When the compressor delivery
pressure,P3, is biased13 percent att 5 2 s, ECDPs of many
components move simultaneously as shown in Fig. 8(b), by which
we cannot derive a meaningful result. But changes of ECDPs for
components close toP3, i.e.,Ght, h ht, Ghc, andh hc, are relatively
large.

Effect of Unpredicted System Change. In this turbofan en-
gine case, 12 ECDPs are selected. There may be many other
ECDPs which affect performance of engine. If an unmodeled
system change occurs, CGEKF cannot work. In Fig. 8(c), 5 percent
of compressor air flow is extracted at the exit of hp-compressor,
which is not assumed in designing CGEKF; then many ECDPs are
changed simultaneously and we cannot derive a meaningful result.
In Fig. 8(d), the combustion efficiency is decreased 5 percent
which is also not assumed in designing CGEKF; then many
ECDPs are changed simultaneously and we cannot derive a mean-
ingful result again. But changes of the flow and the nozzle area
deviation parameters are relatively large, and changes of the effi-
ciency deviation parameters are small.

Simultaneous change of many ECDPs as shown in Fig. 8 can be
considered as sensor failure or unpredicted system change, since
the possibility of those may be higher than that of simultaneous
characteristic changes of many engine components.

Results of Engine Test
The effectiveness of the CGEKF was evaluated for an actual

two spool turbofan engine, whose configuration is shown in Fig. 3.
To realize component performance changes in the actual engine,
the controller of variable stator vane (VSV) of compressor and
bleed air valve (BAV) at the final stage of the hp-compressor are
redesigned to control these independently. The CGEKF used here
is designed including VSV as a control variable and excluding the
effect of BAV. The change of VSV may result in a hp-compressor
performance change if the CGEKF ignores VSV input, but the
change of BAV may be considered the unpredicted system change
mentioned above (refer to Fig. 8(c)).

Effect of VSV Change. Figure 9 shows engine variable re-
sponses to VSV angle change. Measured variables are in thin lines
and estimated variables of CGEKF in thick lines. Fuel flow is kept
constant at a middle power condition and VSV is changed62.5
degrees around nominal value. Bigger VSV angle is the closed side
of VSV and means smaller air flow rate for a specific rotational
speed. When VSV angle changes, high pressure rotor speed
changes its level, and pressures and temperatures downstream of
hp-compressor change abruptly in transient, but converge to
slightly different levels. Obviously estimated values of CGEKF are
good estimates of actual values.

Using these measured values, CGEKF estimated all ECDPs as
shown in Fig. 10. The flow deviation parameter of hp-compressor,
Ghc, is estimated to be changed67 percent, but other deviation
parameters are not changed noticeably. This coincides with the
hp-compressor characteristics, that is, when VSV is closed 2.5
degrees, the air flow is decreased approximately 7 percent and the
efficiency is not changed at this operating point. Thus the CGEKF
successfully recognized the performance deviation of hp-
compressor.

Effect of BAV Change. Figure 11 shows all ECDP’s re-
sponses to BAV change, along with the compressor delivery
pressure,P3, to indicate the instance of BAV opening. The amount
of bleed air is approximately 3 percent. When BAV is opened,
pressures downstream of the hp-compressor decrease suddenly and
temperatures increase. ECDPs of several components change si-
multaneously as analyzed in Fig. 8(c), and the CGEKF cannot
determine the true reason. This is a example of the unpredicted
system change.

Remarks

Sensor Failure. Accurate measurement is essential for the
success of system identification. But reliability of measurement
system is lower than that of engine. It is necessary for a reliable
identification to include a capability to reject the effect of sensor
noise, bias, drift, and failure. Figure 12 shows an example of such
system. For simplicity, we assume (i) the system has four sensors,
and (ii) three sensors are enough for the design of CGEKF, or
observability. Then, five CGEKFs can be constructed as shown in
Fig. 12. CGEKF-0 uses four sensor signals,y1, y2, y3, and y4.
CGEKF-1 uses three sensors excepty1, CGEKF-2 uses three
sensors excepty2, and so on. Normally, CGEKF-0 is working.

First, range and rate of each sensor signal is checked. If a failure
of sensor-i is detected, CGEKF-0 is switched to CGEKF-i , which
does not use sensor-i . Next, sensor signals are fed to five CGEKFs.
If a difference between estimates of sensor-j ( ŷj) generated by
CGEKF-0 and CGEKF-j is greater than a specified value, the

Fig. 10 ECDP estimation respond to VSV change
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sensor-j ( yj) is considered to be failed. So the identification system
can recognize sensor-j ’s failure and switch the filter to CGEKF-j .
Thus the identification system can survive from one sensor failure
by switching the filter. CGEKF is almost a nonlinear dynamic
simulation and requires computational power. So, the design of
CGEKFs in Fig. 12 must be restricted only to accommodation of
important sensors, considering a computer power.

In the turbofan engine case, at least 12 variables must be
measured to construct CGEKF, as described in Eq. (15). Since the
abovementioned CGEKF was designed by 13 measurements, one
measurement can be omitted. Figure 13(a) shows measured re-
sponse (thin line) and estimated response (thick line) of thrust,F,
by CGEKF designed by 13 measurements (CGEKF-0). Figure
13(b) shows measured and estimated response of compressor
delivery pressure,P3, by CGEKF designed by 12 measurements
without P3 (CGEKF-1). Figure 13(c) shows measured and esti-
mated response of compressor delivery temperature,T3, by
CGEKF designed by 12 measurements withoutT3 (CGEKF-2).
The estimation precision ofP3 andT3 without sensors are approx-
imately 5 percent. If one of these sensors is failed, the difference
in estimated value by CGEKF-0, -1 and -2 becomes large, and
then, the identification system can suggest sensor failure and
switch to a healthy CGEKF.

Reduction of Measurement. Normal number of sensors for a
turbofan engine control is less than 10. To realize CGEKF iden-
tification system by using these normal sensors, one method is to
omit some ECDPs. Estimatable ECDPs are defined by sensor

locations, or by checking observability of combination of sensing
variables,ym, and ECDPs,xc. If an omitted ECDP is changed,
CGEKF identification cannot work correctly since it is an unpre-
dicted system change. Another method is to use combined perfor-
mance deviation parameters and decrease number of EDCPs. For
example, a combined flow and efficiency characteristics of lp-
turbine and nozzle are possible, and thus, number of ECDPs can be
decreased. In this case, the CGEKF cannot discriminate perfor-
mance changes in lp-turbine and nozzle.

Position Error. A sensor can measure only a local value,
which is not equivalent to the value represented in the nonlinear
dynamic engine model. Since temperatures and pressures in an
engine are spatially distributed, measured values depend on the
sensor positions. This is called position error. Measured values
must be corrected to the values represented in the engine model, in

Fig. 12 Sensor failure accommodation

Fig. 13 Estimation of non-measured variables

Fig. 11 ECDP estimation respond to BAV open
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which averaged values are used in general. Simple relations be-
tween local value and averaged value are useful for this correction.
Without this correction, the CGEKF identification cannot work
correctly since it becomes measurement bias.

Numerical Robustness. The nonlinear dynamic simulation as
shown in Fig. 4, on which the CGEKF identification method is
based, is not numerically robust as a piecewise linear model
method. For example, abrupt big change in control variable occa-
sionally moves the operating point into the area where component
characteristics are not defined, and causes numerical instability.
The nonlinear engine model must be carefully coded, not to move
into such area, and to recover quickly if it happens. Small inte-
gration step size is effective for numerical robustness in general,
though it cause difficulty in real-time operation.

Conclusions
The system identification technique using the constant gain

extended Kalman filter was developed. The effectiveness of the
filter was evaluated for a two-spool turbofan engine. It can recog-
nize parameter changes of engine component and estimate unmea-
surable variables over full flight envelope. This capability is useful
for an advanced FADEC. High quality measurement, i.e., low
noise, drift and bias, is important for reliable identification. The
method developed will become a important part of a future jet
engine control, in which a robust multivariable control, a perfor-
mance seeking control, a condition monitoring are implemented.
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Internal Reforming Solid Oxide
Fuel Cell-Gas Turbine Combined
Cycles (IRSOFC-GT): Part A—
Cell Model and Cycle
Thermodynamic Analysis
The aim of this work is to investigate the performance of internal reforming solid oxide fuel
cell (IRSOFC) and gas turbine (GT) combined cycles. To study complex systems involving
IRSOFC a mathematical model has been developed that simulates the fuel cell steady-state
operation. The model, tested with data available in literature, has been used for a complete
IRSOFC parametric analysis taking into account the influence of cell operative pressure, cell
and stream temperatures, fuel-oxidant flow rates and composition, etc. The analysis of
IRSOFC-GT combined cycles has been carried out by using the ThermoEconomic Modular
Program TEMP (Agazzani and Massardo, 1997). The code has been modified to allow
IRSOFC, external reformer and flue gas condenser performance to be taken into account.
Using as test case the IRSOFC-GT combined plant proposed by Harvey and Richter (1994)
the capability of the modified TEMP code has been demonstrated. The thermodynamic
analysis of a number of IRSOFC-GT combined cycles is presented and discussed, taking into
account the influence of several technological constraints. The results are presented for both
atmospheric and pressurised IRSOFC.

Introduction
The fuel cell power generation system is expected to be one of

the future promising power generation methods, which can provide
efficient energy conversion rates, flexible fuel utilization and site
selection with very low pollutant emissions.

In fuel cell the conversion energy is a direct electrochemical
kinetic process and it is not subject to the limitations of the Carnot
cycle. Moreover, the exergy losses associated with the fuel oxida-
tion process are small compared to conventional combustion. The
electrochemical oxidation of the fuel is accompanied by a release
of heat energy and an electron flow. For the electrochemical
reactions to proceed the temperature of the reactants must raise to
a threshold depending upon the type of electrolyte used. The
environmental preservation would be attained by higher efficiency
values from the carbon dioxide production point of view, while
NOx emissions are greatly reduced when compared to conven-
tional power plant emissions (Hirschenhofer et al., 1994).

High temperature fuel cell, as the MCFC (molten carbonate fuel
cell) or SOFC (solid oxide fuel cell) are still in the development
stage. However, they have much potential to achieve high effi-
ciency for electricity production and they have already demon-
strated their performance with several tens of kW stacks and units.
Particularly SOFC is supposed to be suitable for both large power
plants and small cogeneration unit (Drenckhahn and Lezuo, 1996).

There have been several proposals for integrated cycles involv-
ing SOFC, the most investigated configuration is the utilization of

a SOFC as a topping unit, thanks to the very high SOFC operative
temperature (>1300 K), for an existing or future conventional
power plant (Wilson and Korakianitis, 1997; Korakianitis et al.,
1997; Pilidis and Ulizar, 1997). In this field of particular interest
there are the systems using SOFCs and gas turbines (GT) (Ste-
phenson and Ritchey, 1997; Bevc et al., 1996; Fry et al., 1997).

In this paper atmospheric and pressurized SOFCs associated
with GT systems have been analysed. The first step to be able to
study complex cycles involving SOFC is to obtain thermodynamic
data for SOFC in operation. Therefore, a mathematical model has
been developed that simulates the steady-state operation of a
SOFC, with or without internal reforming (IR).

The model has been tested utilizing available data published in
literature, and has been used as a module of the ThermoEconomic
Modular Program (TEMP) software (Agazzani and Massardo,
1997), to carry out SOFC-GT combined cycle thermodynamic and
thermoeconomic analyses. The thermodynamic analysis is de-
scribed in this part, while the thermoeconomic analysis will be
presented in the second part of this work (Massardo, 1998).

The internal reforming SOFC mathematical model, the results of
the complete IRSOFC parametric analysis, and the assessment of
the modified TEMP software, based on the Harvey-Richter (1994)
plant data are presented. Finally, the thermodynamic analysis of a
number of original IRSOFC-GT combined cycles are presented
and discussed in depth.

IRSOFC Model
As already stated the first step to be able to study complex

systems involving IRSOFC is to obtain thermodynamic data for
cell operation, that is a cell model is necessary to carry out cell
performance analysis. Several models have been presented in
literature for SOFC or IRSOFC (Bessette, 1994; Costamagna,
1997; Harvey and Richter, 1994).

In this work a model has been developed taking into account the
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following aspects: the model must be robust and reliable; the cell
performance must be evaluated with a direct mathematical ap-
proach (not utilizing performance curves or correlations) to allow
the model to be useful for a wide range of IRSOFCs; and the
model must be easy to be integrated in the thermoeconomic tool
used for complex cycles analysis (TEMP code).

For the development of the model the following main assump-
tions have been used: adiabatic cell; equilibrium reforming and
shifting reactions; cathode exit stream temperature equal to anode
exit stream temperature; H2 ion transportation responsible for
electrical flow; cathode stream composed of O2 and N2; and anode
stream composed of CH4, CO, CO2, H2, H2O. The current density
(A/m2) and the fuel utilization coefficient have been considered as
input values.

The reactions considered inside the cell have been:

CH
x

4 1 H2O7 CO1 3H2
reforming

CO
y

1 H2O7 CO2 1 H2
shifting

H
z

2 1 1
2 O2 3 H2O electrochemical

(1)

Reforming and shifting reactions have been considered at equi-
librium and, as a function of temperature, they have been repre-
sented by

Kp reforming5
pH2

3 z pCO

pCH4 z pH2O
Kp shifting 5

pCO2 z pH2

pCO z pH2O
, (2)

where the equilibrium constantsK pref andK pshif have been directly
correlated to the temperature:

log Kp 5 AT4 1 BT3 1 CT2 1 DT 1 E, (3)

where the constant values are (Bossel, 1992):

From the knowledge of the fuel utilization coefficient the hy-
drogen and oxygen moles have been evaluated. To evaluate the
CH4 and CO moles the equilibrium constant equation has been
utilized (where chemical symbols represent the number of moles):

CH4
e 5 CH4

i 2 x

COe 5 COi 1 2y

CO2
e 5 CO2

i 1 y

H2
e 5 H2

i 1 3x 1 y 2 z

H2Oe 5 H2Oi 2 x 2 y 1 z (4)

At the exit of the anode the total number of moles is the sum of
the terms of the right hand side of the Eq. (4), and the equilibrium
conditions have been written as

Kp reforming5

SCOi 1 x 2 y

NM i 1 2x D z SH2
i 1 3x 1 y 2 z

NM i 1 2x D z p cell
2

S CH4
i 2 x

NM i 1 2xD z SH2Oi 2 x 2 y 1 z

NM i 1 2x D (5)

Kp shifting 5

SH2
i 1 3x 1 y 2 z

NM i 1 2x D z S CO2
i 1 y

NM i 1 2xD
SCOi 1 x 2 y

NM i 1 2x D z SH2Oi 2 x 2 y 1 z

NM i2x D , (6)

where the unknowns arex and y ( z is known from the fuel
utilization coefficient value). The system (Eqs. 5 and 6) has been
solved using a classical Newton-Raphson method.

The cell electrical power has been calculated as the product of
cell current intensity by cell electrodes voltage. Since when one
mole of H2 reacts in one second the corresponding current gener-
ated is 96439 A, the current intensity is easy to be evaluated. The
voltage evaluation has been carried out based on the knowledge of
the cell open circuit potential (ideal Nerst potential):

E 5 Ug 1
RT

nF
ln

pH2~ pO2!
1/2

pH2O
. (7)

The Nerst potential is reduced when the electrical cell circuit is
closed due to the following irreversibilities:

1 ohmic resistance of the cell elements
2 polarization of the electrodes

Ohmic resistances have been evaluated using the Ohm equation
(R 5 rL/A), where, as suggested by Bessette (1994)

r 5 0.008114e~600/T! ~air electrode!
r 5 0.00294e~10350/T! ~electrolyte!
r 5 0.00298e~21392/T! ~fuel electrode!

.

The electrode polarisation effect has been evaluated using
(Achenbach, 1994)

1

Rc
5 Kc z

4F

RT SpO2

poD m

e2~Eactivation cathode/RT! (8)

1

RA
5 Ka z

2F

RT
z SpH2

poD m

e2~Eactivation anode/RT!, (9)

whereEanode act5 110 kJ/mole,Ecathode act5 160 kJ/mole,po refer-
ence pressure,Kc 5 1.49 1010, Ka 5 2.13 108 (A/m2), andm 5
0.25.

Nomenc la tu re

E, Ug 5 Nerst and Gibbs potential, re-
spectively

F 5 Faraday constant
h 5 enthalpy

Kp 5 equilibrium constant
I , V 5 current, voltage respectively

m 5 mass flow rate
n 5 electron number

NM 5 number of moles

P 5 power
p, Dp 5 pressure, pressure drop respec-

tively
R 5 gas constant
T 5 temperature

x, y, z 5 CH4 , CO, H2 reactant moles
respectively

b, h 5 pressure ratio, efficiency re-
spectively

r 5 electrical resistivity

Superscripts

i , o 5 inlet, outlet respectively

Subscripts

a, c 5 anode, cathode respectively
act 5 activation

f, air 5 fuel, air respectively
ST 5 standard cell
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All the described chemical and electrical calculations need the
knowledge of the cell temperature. Unfortunately, at the beginning
of the analysis, this datum is not available. To solve this problem
two different ways based on cell energy conservation equation
have been used. In the first option a tentative cell temperature has
been assumed and the cell characteristics evaluated. Then the
enthalpy variation inside the cell has been calculated and a new
cell temperature obtained. The process is iterated until the satis-
faction of a prescribed tolerance or a maximum iteration number.
In the second approach the temperature has been directly obtained
satisfying the conservation equation. The solution—cell tempera-
ture value—has been obtained using a bisection method.

Several IRSOFC investigations have demonstrated that the sec-
ond approach has been more effective because it is more stable,
and accurate (it does not utilize average concentration values for
the cell energy balance). More details of the model have been
reported in Lubelli (1998).

Table 1 shows the results obtained using the model described for
a number of SOFCs.

Unfortunately, often the data available in literature are not
complete. Therefore, where necessary they have been assumed
using authors’ experience. Nevertheless, the results of the present
model agree well with the reference data. The model can thus be
considered as a reliable basis for developing IRSOFC studies.

IRSOFC Parametric Analysis
The cell model has been used to carry out a complete IRSOFC

parametric analysis; all the results refer to a “STANDARD CELL”
defined as follows: operative cell pressure: 101300 Pa; anode inlet
temperature: 1173 K; cathode inlet temperature: 873 K; fuel com-
position: 67 percent H2, 22 percent CO, 11 percent H2O; oxidant
stream–air; fuel to oxidant ratio 0.04; and O2 utilisation factor 22
percent.

The effect of the following parameters have been analyzed:

1 Operative pressure: the effect of this parameter is shown in
Fig. 1, where the cell voltage is plotted versus operative
pressure (current density being the parameter). Cell voltage
increase has been correlated with the modification of the

equilibrium of the shifting and reforming reactions and also
to the partial pressure changes. Figure 1 also demonstrates
that the voltage increase is not directly proportional to
operative pressure.

Figure 2 shows the modification of the cell power ratio
(P/PST) versus current density (operative pressure being the
parameter). The influence of operative pressure is evident,
and it is higher when large cell current densities are selected.

2 Anode and cathode inlet temperature: the temperature effect
on cell power is presented in Fig. 3. The increase of both
anode and cathode inlet temperature shows a positive influ-
ence on ohmic and polarization losses. Due to the low fuel
to air ratio value and to the cathode higher temperature
variation the effect of cathode data is quite apparent.

3 Anodic and cathodic flow rates: Figure 4 shows the influ-

Fig. 3 Cathode and anode inlet temperature influence on IRSOFC power
ratio ( P/PST) versus current density

Fig. 4 Fuel and oxidant influence on IRSOFC power ratio ( P/PST) versus
current density

Table 1 IRSOFC performance comparison

Fig. 1 Cell current density influence on IRSOFC voltage versus opera-
tive pressure

Fig. 2 Operative pressure influence on IRSOFC power ratio ( P/PST)
versus current density
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ence of the fuel and oxidant flow rates modification (1/220
percent) on the cell power. The flow rates influence the cell
operative temperature, and consequently the cell perfor-
mance characteristics. Moreover, when a high current den-
sity value has been selected the influence of flow rates
variation is more clear.

Finally an analysis has been carried out varying both flow
rates at a fixed current density (3000 A/m2). Cell tempera-
ture and efficiency are presented in Fig. 5(a) and 5(b)
respectively. The need to operate with high fuel/air ratio
(high efficiency condition) is evident. However, attention
must be used to avoid high cell temperature values (maxi-
mum Tcell , 1300 K).

Indeed oxidant flow rate must also be controlled to oper-
ate with O2 utilization coefficient in the range suggested in
the literature (Kaneko et al., 1991). All the data shown have
been obtained with the O2 utilization coefficient well inside
this range.

4 Fuel and oxidant composition: the influence of two different
oxidant compositions is shown in Fig. 6. The composition of
the first oxidant is 100 percent O2 , while the composition of
the second one is 8 percent O2 and 92 percent N2. Cell
voltage modification is mainly correlated to the presence of
the oxygen partial pressure in the Nerst equation. Obviously,
the use of pure oxygen must be carefully considered from an
economical point of view.

Figure 7 shows cell efficiency versus specific work for four
different fuel compositions (Standard: 67 percent H2 , 22 percent
CO, 11 percent H2O; A: 17.1 percent CH4 , 2.94 percent CO, 4.36
percent CO2 , 26.26 percent H2 , 49.34 percent H2O; B: 97 percent
H2 , 3 percent H2O; C: 80 percent H2 , 20 percent CO2); assuming
fixed O2 utilization factor (> 22 percent), while the current density
is considered as a parameter (from 2000 to 7000 A/m2).

The internal reforming influence is evident for case A, where
CH4 is present at the fuel cell inlet; while the results for the other

Fig. 5(a) IRSOFC temperature versus oxidant and fuel flow ratios

Fig. 5(b) IRSOFC efficiency versus oxidant and fuel flow ratios

Fig. 6 Oxidant chemical composition influence on IRSOFC voltage ratio
(V/VST) versus current density

Fig. 7 Fuel composition influence on IRSOFC specific work versus
current density (O 2 utilization factor is constant)

Fig. 8(a) IRSOFC temperature versus fuel flow ratio and operative pres-
sure

Fig. 8(b) IRSOFC efficiency versus fuel flow ratio and operative pres-
sure
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fuel compositions are quite similar. For all the cases the current
density increase reduces both efficiency and specific work.

Finally the simultaneous influence of two parameters has been
considered. As an example Fig. 8 shows cell temperature and
efficiency vs operative cell pressure and fuel flow rate. The effects
of both variables are evident. It is possible to note that when the
variables are not set at standard conditions (ST) they allow high
efficiency values with feasible cell temperatures (Tcell , 1300 K)
to be obtained.

Cells that operate at high fuel flow rate show high efficiency and
high cell temperature values, sometimes higher than the cell tem-
perature limit (when cells operate at atmospheric pressure). On the
contrary the temperature of cells working at high pressure and low
fuel flow rate are well inside the feasible field, but unfortunately
the reducedTcell values get the cell irreversibilities to increase and
the beneficial effect of high operating pressure vanishes (low cell
efficiency).

SOFC and GT Integration Analysis
The SOFC mathematical model previously described has been

integrated in the code TEMP, a modular simulator tool for the
thermoeconomic analysis of advanced thermal energy systems
developed by the authors. The targets of the tool are thermody-
namic and exergy analysis and thermoeconomic analysis including
environomic and optimization (Agazzani et al., 1998). The capa-
bility of the original modular simulator tool has been demonstrated
for gas, steam, and complex combined plants (Agazzani and Mas-
sardo, 1997).

In this work the IRSOFC module already described, an external
reformer module and a flue-gas-condenser module have been de-
veloped and included in the TEMP software as described by
Lubelli (1998).

To verify the capability of the modified TEMP code the plant
proposed by Harvey and Richter (1994) has been used as a test-
case.

The results obtained using TEMP agree very well the data
published by the cited Authors, the difference in the efficiency is
less than 0.8 percent. However, a deep analysis of the component
performance showed some differences. Particularly the SOFC
voltage computed using the TEMP cell model is higher than the
corresponding reference datum (see Table 1); as a consequence the
SOFC exit stream is colder and the gas turbine power is reduced.
Due to the increase of SOFC’s power the total power is practically
the same. The difference in the SOFC performance evaluation
should be due to the different cell models utilized by Harvey and
Richter and by the authors. However, another aspect must be taken

into account: the detailed geometrical and electrical data of
Harvey–Richter’s fuel cell, required by the present model, have
been not completely available, and some assumptions have been
made by the authors. However, modifying some SOFC’s data (i.e.,
electrical resistance, electrolyte thickness, etc.) the results obtained
using TEMP have been found coincident with the Harvey-
Richter’s data not only for the whole plant, but also for any
component (Lubelli, 1998). Therefore, the modified TEMP code
can be considered a reliable tool for SOFC-GT combined cycle
analysis.

Several high efficiency (> 0.65) proposals have been presented
in literature for atmospheric SOFC and GT integration. A number
of new plant lay-out have been analyzed by the authors and have
been reported in Lubelli (1998), in this paper the best two are
presented. Figure 9 shows the scheme of the plant FCGT1, and
Fig. 10 of the plant FCGT2. Both plants generate electrical power
by SOFC, GT and steam turbine.

In the first case the inlet cathode stream (air at about atmo-
spheric pressure) has the same temperature of the expander outlet
section; the outlet cathode stream, at about 1300 K, has been
utilized to heat the air at the compressor outlet, and this stream at
the heat exchanger outlet has been utilized to burn the residual
fuels existing in the anodic stream at the SOFC exit (also external
fuel (CH4) injection in the combustion chamber can be used).

The combustion chamber outlet temperature has been about
1200 K, and this hot stream has been utilized to reform the
preheated CH4 fuel used in the SOFC and also to produce steam
through a heat recovery steam generator. Part of the steam has

Fig. 9 FCGT1 plant lay-out

Fig. 10 FCGT2 plant lay-out

Fig. 11 FCGT3 plant lay-out
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been utilized in the reformer, and part has been expanded in a
steam turbine. The critical aspects of this lay-out are mainly the
maximum temperature of the heat exchangers and of the SOFC.

In the FCGT2 plant the SOFC stream at the cathode exit has
been directly utilized to preheat and reform the fuel, and its
temperature has increased through the CO and H2 combustion at
the SOFC anode outlet section. In this case no external CH4

injection has been considered.
The hot stream at the combustion chamber outlet has been

utilized first to heat the air working in the gas turbine expander and
then to generate steam in a heat recovery steam generator. The
steam required for the external reformer has been bled from the
steam turbine.

A number of proposals have been presented in literature for
integration between GT and pressurized SOFC. Usually SOFCs
have been used in gas systems downstream the compressor before
the combustion chamber or directly takes the place of it. These
systems have been showed efficiencies greater than 70 percent.

Several plant lay-out have been analyzed by the authors, and the
results have been completely reported by Lubelli (1998). In this
paper two solutions are discussed in depth: FCGT3 (Fig. 11) and
FCGT4 (Fig. 12). In these schemes the compressor is utilized to
pressurize SOFC module. The compressed air is preheated before
entering the cell cathode; at the cell exit the anode and cathode
streams have been mixed and the residual H2 and CO have been
burned in a combustion chamber. In this way the stream temper-
ature increases up to a maximum value before the expander inlet.
The stream at the expander exit has been then reheated burning a
small fuel flow rate to obtain a temperature that allows the reform-
ing of the SOFC fuel to be obtained using the correct steam to fuel
ratio to avoid carbon deposition. The stream at the reformer exit
has been utilized to generate steam.

Part of this steam has been used in the reformer and part has
been expanded to generate electrical power. The steam has been
expanded in a steam turbine until the condenser pressure (case
FCGT3), or it has been injected in the gas turbine and expanded in
this component until the atmospheric pressure (case FCGT4). The
first plant (FCGT3) is more complex because the steam turbine and
the condenser are used.

IRSOFC-GT Power System Analysis
The data used in this study is shown in Table 2, moreover

several technological constraints have been considered: heat ex-
changer maximum temperature (1223 K); maximum gas turbine
inlet temperature (1573 K with cooling, 1153 K without cooling);
SOFC maximum temperature (1300 K); minimum anode inlet fuel
temperature (1123 K) (Hirano et al., 1992); minimum steam to
carbon ratio (2.0) (Macchi and Campanari, 1997); minimum steam

turbine quality (0.86); maximum steam turbine inlet temperature
(823 K); and maximum oxygen utilization factor (0.52). These
constraints are very important because they allow the thermody-
namic analysis to be carried out for plants where only available
technology is used (obviously IRSOFC module is considered
under development). In this way some technological problems
shown in previous works presented in literature (see as an example
the very high temperature level for the blower in the plant pro-
posed by Harvey and Richter, 1994), can be eliminated.

On the other hand it is worth noting that the four lay-out
presented utilize a very simple steam recovery generator (single
pressure). The authors carried out also a number of analyses by
using complex steam bottoming cycles (three pressure levels with
re-heat), ORC systems (Organic Rankine Cycle, Agazzani et al.,
1996) and NH3-H2O systems (Galeazzo, 1996). The results
showed that the use of complex steam plants, are not very useful
(Lubelli, 1998). However, more studies are required to improve the
results obtained for IRSOFC-NH3-H2O combined cycles as al-
ready done by Lobachyov and Richter (1997) for MCFC-NH3-
H2O combined cycles. Moreover, the use of nonconventional NH3

bottoming systems is not justified, particularly if the reliability,
durability, environmental impact, and costs of such a system are
taken into account.

The results of the investigation carried out for the FCGT1
system are shown in Fig. 13; the results have been obtained with
a constant current density value (3000 A/m2) and with the external
reformer at equilibrium condition. It is possible to note that, to
verify the cell maximum temperature constraint, the compressor
pressure ratio must be greater than 15 if the fuel to air ratio is equal
to 3.5 percent, while, if this ratio is 3.0 percent, the pressure ratio
must be greater than 8. The effect of fuel to air ratio has been quite
evident: when it has been reduced the efficiency has been reduced
itself from 0.69–0.71 to 0.65–0.67. Also the effect of the com-

Fig. 12 FCGT4 plant lay-out

Table 2 IRSOFC-GT plant fixed data

Fig. 13 Fuel to air ratio influence on FCGT1 plant efficiency versus
compressor pressure ratio (current density 3000 A/m 2)
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pressor pressure ratio has been evident: if pressure ratio is high the
cathode stream temperature is low and the effect on cell temper-
ature is evident too. When pressure ratio has been equal to 25 the
cell exit stream temperature has been about 1270 K formf/mair 5
3.5 percent and about 1213 K formf/mair 5 3.0 percent.

Taking into account the plant lay out (Fig. 9) the maximum
temperature in the heat exchanger downstream the compressor has
been higher than the fixed constraint. In fact, with external reform-
ing at equilibrium all the results obtained whitmf/mair 5 3.5
percent do not verify this constraint, while formf/mair 5 3.0
percent the results have been acceptable only if the compressor
pressure ratio has been greater than 19.5. All the results should be
acceptable if the use of a ceramic heat exchanger is considered as
already discussed by Agazzani et al. (1999). Another way to obtain
results that verify the heat exchanger temperature constraint is the
modification of the external reforming reaction equilibrium. Figure
14 shows the results obtained for different external reformer con-
dition (mf/mair 5 3.5 percent); in this case when the reforming
percentage is lower than 50 percent the results verify all the
constraints. Unfortunately, the plant efficiency greatly decreases.

SOFC-GT lay out FCGT2 has been proposed to eliminate the
negative influence of the heat exchanger temperature constraint. In
this case the SOFC temperature and the heat exchanger tempera-
ture have been not directly correlated. Figure 15 shows plant
efficiency versus pressure ratio (external reforming percentage is
the parameter).

The results have been obtained withmf/mair equal to 3 percent,
and all the system constraints have been verified. The maximum
efficiency has been obtained for external reforming at equilibrium
and for low compressor pressure ratio, where the maximum cell
temperature values have been observed.

When the fuel to air ratio has been increased to 3.5 percent the
results shown in Fig. 16 have been obtained. In this case the
equilibrium reforming condition does not allow the cell tempera-
ture constraint to be verified. Therefore, the results are shown only
for reduced reforming percentage (30, 50, and 70 percent). The

influence of this parameter on the efficiency drop is about 1.5
percent. For reforming at 50 percent and 70 percent a limit on the
pressure ratio must be considered (pressure ratio greater than 5.5
for 50 percent reforming, and greater than 6 for 70 percent).
However, the efficiency level is very interesting: when the pressure
ratio is 6.2 and reforming percentage 70 percent, the efficiency of
the SOFC-GT combined plant is 69.8 percent.

Another interesting result is shown in Fig. 17 where the plant
efficiency is plotted versus plant specific work (kW/kgair/s). In this
figure pressure ratio and cell temperature are also included. All the
data refer tomf/mair 5 3.5 percent and reforming percentage equal
to 50 percent. The figure shows also the results obtained for the
FCGT1 lay out. It is necessary to point out that the results shown
for the FCGT1 system are always not feasible because the con-
straint on the maximum heat exchanger temperature has been not
verified. For the second system FCGT2 the results are feasible if
the pressure ratio is greater than 5.5 (SOFC temperature about
1300 K). As already discussed the efficiency is near 70 percent,
and the specific work is very high (1210 kW/kg/s) about three
times the specific work of conventional combined gas-steam
plants.

Fig. 17 FCGT1 and FCGT2 efficiencie versus specific work ( Dpc 5 0)

Fig. 18 Fuel to air ratio influence on FCGT3 plant efficiency versus
system pressure ratio (ext. ref. at equilibrium)

Fig. 14 External reformer operative condition influence on FCGT1 effi-
ciency versus pressure ratio ( mf /mair 5 3.5 percent)

Fig. 15 External reformer operative conditions influence on FCGT2
efficiency versus pressure ratio ( mf /mair 5 3.0 percent)

Fig. 16 External reformer operative conditions influence on FCGT2
efficiency versus pressure ratio ( mf /mair 5 3.5 percent)
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The results obtained analyzing the system FCGT3 are shown in
Fig. 18 where the efficiency has been plotted versus pressure ratio
(mf/mair is the parameter and the external reforming is considered
at equilibrium). Both cases show very high efficiency values,
particularly when the pressure ratio is low (,8), and verify the cell
temperature constraint.

Pressure ratio lower than 8 are not possible because the air at the
compressor exit is too cold and a large quantity of heat is necessary
to heat the air to the temperature required for SOFC operation.
Thus, the heat has been not sufficient to generate the steam for
correct external reformer operation (Tcell is practically constant). In
Fig. 19 the influence of the external reformer operating conditions
(mf/mair 5 3 percent) is presented. From reforming equilibrium to
reforming at 50 percent the efficiency drops of about 1 percent, and
similar reduction is evident for reforming from 50 percent to 30
percent. The influence of pressure ratio has been again confirmed.
For external reforming at 50 percent and 30 percent it has been
possible to operate at lower pressure ratio values than at reforming
equilibrium condition (pressure ratios between 6 and 8 are now
possible). The cell and maximum heat exchanger temperature
constraints have been always verified. In the case analyzed the
feasible (all the constraints are verified) best efficiency value (75.8
percent) has been obtained for pressure ratio equal to 8,mf/mair 5
3.5 percent (ifmf/mair 5 3 percent the best efficiency is 74
percent).

The last plant considered is a modified version of FCGT3, in
fact in FCGT4 the steam turbine is not present and the steam not
used in the external reformer is injected in the gas turbine ex-
pander. Figure 20 shows the efficiency vs pressure ratio (mf/mair

ratio is the parameter). Ifmf/mair 5 3.5 percent the cell temperature
has been a maximum value for pressure ratio equal to 10, while for
low pressure ratio values the results are not feasible. Reducing
mf/mair (3 percent, 2.5 percent) the minimum feasible pressure
ratio is equal to 6 and all the SOFC temperature values verify the

constraint (1300 K). If the pressure ratio has been lower than 6
steam generation problems have been found as already discussed
for the previous plant. The best efficiency value is 75 percent for
mf/mair 5 3.5 percent at pressure ratio equal to 10 (Tcell 5 1307 K)
and 74.9 percent formf/mair 5 3 percent at pressure ratio equal to
6 (Tcell 5 1281 K).

The efficiency versus specific work is plotted in Fig. 21; in this
case the effect ofmf/mair is evident, particularly for the specific
work values. Ifmf/mair 5 3.5 percent very high specific work has
been obtained (1600–1700 kW/kg/s), but also formf/mair 5 3
percent the specific work is in the range 1300 to 1500 kW/kg/s
(three to four times the specific work of conventional combined
gas-steam plants).

To conclude the thermodynamic investigation the influence of
current density (A/m2) is shown in Fig. 22. It is necessary to
remember that all the data previously presented have been ob-
tained for current density of 3000 A/m2 (see also Fig. 2). If the
current density is greater than this value the plant efficiency is
reduced, while cell temperature is increased; nevertheless, in this
condition the cell surface (cell volume) necessary to complete the
electrochemical reaction is low. The opposite is evident if the
current density is lower than the standard value: the plant effi-
ciency increases, the SOFC temperature decreases and the cell
surface (and cell volume) raises (Lubelli, 1998). However, it is
possible to observe that the current density influence on the com-

Fig. 19 External reformer operative conditions influence on FCGT3
efficiency versus system pressure ratio ( mf /mair 5 3.0 percent)

Fig. 20 Fuel to air ratio influence on FCGT4 plant efficiency versus
system pressure ratio (ext. ref. at equilibrium)

Fig. 21 Fuel to air ratio influence on FCGT4 plant efficiency versus
specific work ( Dpc 5 0%)

Fig. 22 IRSOFC temperature and combined IRSOFC-GT plant efficiency
versus cell current density ( rST 5 3000 A/m 2)
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bined IRSOFC-GT systems is not high (Dh 5 0.5 percent), while
the effect on cell temperature is evident, particularly for FCGT2
configuration. If the current density is assumed equal to 2000 A/m2

all the systems show low cell temperature values (,1300 K).
Unfortunately, always the FCGT1 lay out does not verify the heat
exchanger maximum temperature constraint.

Finally, an example of the distribution of the power generated
by IRSOFC, GT and steam turbine is presented in Table 3. When
atmospheric IRSOFC are used (FCGT1 and FCGT2 plants) the
power is generated mainly by fuel cell (82–84 percent), while GT
generates about 11–12 percent of the whole power and steam
turbine contribution is reduced (4–6 percent). When pressurized
IRSOFCs are used (FCGT3 and FCGT4 plants), it is important to
note that in this case the compressor aim is to pressurize not only
the GT (combustion chamber and expander) but also the fuel cell.
In this way the compressor power must be allocated part to GT and
part to IRSOFC (if 100 units of power are generated by GT and
IRSOFC—40 percent and 60 percent respectively—about 16 units
are needed for the compressor).

Conclusions
In this paper the assessment of the performance of an internal

reforming solid oxide fuel cell (IRSOFC) based on a mathematical
model developed here has been described. Also the assessment of
the thermodynamic performance of a number of IRSOFC plus gas
turbine (GT) combined cycle for a range of cycle parameters has
been presented.

The main conclusions of this work are as follows:

— the IRSOFC model developed is reliable and its results
agree well with the data available in literature (see Table 1)

— fuel cell technology can be well integrated with gas turbine
and steam cycle technology to yield functional high effi-
ciency power generation schemes (Figs. 9–12)

— the proposed cycles are significantly simpler than other
systems presented in the literature (complex or exotic bot-
toming cycles have been not used)

— the proposed combined cycle configurations and the use of
several constraints allow technological problems shown in
previous works presented in literature to be eliminated

— the proposed system efficiencies are considerably higher
(65–70 percent atmospheric cells; 74–76 percent pressur-
ized cells) than the 58 percent efficiency achieved by the
most advanced today’s combined cycle plant—see Fig.
13–20

— the proposed system specific work is considerably higher
than that obtained for classical gas-steam combined plants
(Fig. 17, 21)

— power is generated mainly in the IRSOFC section (about
80–85 percent) when atmospheric cells are used; GT gen-
erates about 40 percent of the whole plant power when
pressurized cells are used, and in this case attention must be
used for the correct allocation of the compressor power
(Table 3)

— CO2 and NOx emissions are particularly reduced, due to the

very high efficiency level (CO2) and the particular electro-
chemical energy conversion inside the fuel cell (NOx);
when a combustion chamber is included in the lay-out care
must be used for NOx control

It has been demonstrated that SOFC-GT cycles could be very
attractive, although reliability and durability compatible with con-
ventional power plants, and lower cost, essential to market entry,
have to be still proved.

In the second part of this work (Massardo, 2000) the thermo-
economic aspects of the proposed systems will be addressed using
SOFC cost and/or costing equations developed by the author and
the exergy-thermoeconomic section of the code TEMP.
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Vaporization Cooling for Gas
Turbines, the Return-Flow
Cascade
A new paradigm for gas turbine design is treated, in which major elements of the hot
section flow path are cooled by vaporization of a suitable two-phase coolant. This enables
the blades to be maintained at nearly uniform temperature without detailed knowledge of
the heat flux to the blades, and makes operation feasible at higher combustion tempera-
tures using a wider range of materials than is possible in conventional gas turbines with
air cooling. The new enabling technology for such cooling is the return-flow cascade,
which extends to the rotating blades the heat flux capability and self-regulation usually
associated with heat-pipe technology. In this paper the potential characteristics of gas
turbines that use vaporization cooling are outlined briefly, but the principal emphasis is
on the concept of the return-flow cascade. The concept is described and its characteristics
are outlined. Experimental results are presented that confirm its conceptual validity and
demonstrate its capability for blade cooling at heat fluxes representative of those required
for high pressure ratio high temperature gas turbines.

1.0 Introduction
In the conventional conception of the gas turbine, the materials

of the working parts of the engine including the compressor,
turbine and combustion chamber operate hot. In the earliest en-
gines they operated at the local gas’ stagnation temperature; this
set a rather low limit on the turbine inlet temperature and resulted
in correspondingly low power per unit of airflow, and low effi-
ciencies. Most modern engines use air cooling to maintain the
metal temperatures in the combustor and turbine substantially
below the gas temperatures. The compression ratios are limited by
the temperature of the compressor outlet air which in most cases is
the coolant for the turbine. Under the constraints of currently
available cooling technology the high coolant temperature also
limits the firing temperatures to values well below those corre-
sponding to stoichiometric combustion of hydrocarbon fuels. Since
the compression ratio and turbine inlet temperature are linked for
maximum power, increasing the compression ratio to improve
thermal efficiency results in higher cooling air temperatures as
well as a reduction in the amount of air available for cooling,
exacerbating the cooling problem. Thus, the efficiencies and power
densities attained, though very impressive, are significantly below
those that are potentially achievable with turbine inlet tempera-
tures corresponding to stoichiometric combustion, and correspond-
ingly high compression ratios. Furthermore, there are substantial
thermodynamic penalties associated with the bleed of compressor
discharge air for cooling, penalties considerably in excess of those
dictated by the heat exchange to the cooling system. The technol-
ogies required for solution of these problems and the cost and
fabrication difficulty of the high temperature superalloy turbine
materials have caused high performance gas turbines to be expen-
sive.

A new approach to gas turbine design is proposed here, in which
the gas path is cooled by a flowing liquid or by evaporation of a
fluid, providing such uniform and effective cooling that the gas
temperature can be that which is dictated by thermodynamic

considerations of maximum power and efficiency, more or less
independently of materials considerations. With the cooling capac-
ity available with liquids or by evaporation, the temperature of the
material defining the gas flow path can be kept low enough that a
much wider choice of engineering materials is available compared
to the very expensive superalloys and other high temperature
materials which are currently employed in gas turbines. For ex-
ample it seems conceivable that aluminum alloys might be utilized
for the stationary parts, and high strength low alloy steels for the
rotating components, although the choice of materials and the
mechanical details are outside the scope of this paper.

It is relatively easy to conceive of designs for liquid or evapo-
rative cooling of the stationary components of the gas turbine.
Depending on the location either liquid cooling or some form of
heat pipe would be appropriate. Neither the cooling of these
stationary parts nor the system aspects of the engine will be
considered further here, although their importance to ultimate
applications is appreciated. The principal subject of this paper is a
technique for evaporatively cooling the rotating turbine blades, by
means of what will be termed a return-flow cascade. It is proposed
as the enabling element for a new class of heat engines.

This concept (for which US Patent number 5,299,418, entitled
“Evaporatively Cooled Internal Combustion Engine” was issued
on April 5, 1994) has been investigated experimentally, leading to
proof of the conceptual viability of the return-flow cascade. Pre-
liminary modeling has established some factors that control the
heat flux limits. In addition some system studies have been carried
out to assess the thermodynamic aspects of its application to
aircraft engines. However, we wish to emphasize that the config-
urations built and tested are in no sense optimized, nor have the
systems investigations as yet been carried to the point that the
ultimate promise of this new technology can be assessed.

2.0 General Description of Vaporization-Cooled Gas
Turbine

The general features of a gas turbine incorporating vaporization
cooling are indicated schematically in Fig. 1. Liquid coolant might
be circulated through cooling jackets which surround the combus-
tion chamber and also through the stationary turbine blades. Al-
ternatively, heat pipes could be used to cool these parts of the flow
path. Since the technologies for cooling these parts are well es-
tablished if the heat-pipe option is used (see Cotter, 1972) for a
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basic description of heat pipes), or need not be very different from
those used in reciprocating engine practice if liquid cooling is
used, they will not be discussed further here. Thus, the focus of the
following discussion is on the cooling of the rotor blades. Al-
though liquid thermosiphon or through-flow cooling have been
considered in the past for the rotor, they have been found lacking
for various reasons. For example, in the first case because of
stresses induced by hydrostatic heads in the rotor passages and in
the latter because of the high liquid consumption required. Nor did
either of these concepts offer the self-regulating characteristic of
vaporization cooling, as will be explained.

The conceptual basis for evaporatively cooling the turbine rotors
is shown in Fig. 2. It comprises a closed heat transfer system,
probably separate for each individual blade, in which the cooling
fluid cascades outward in the centrifugal field of the rotating blade,
falling from one capture shelf to another, with enough fluid being
evaporated at each shelf to absorb the heat flux in its neighbor-
hood. All fluid which is evaporated passes inward as vapor to the
condensing section (conceptually) in the rotor disc, where it is
reliquified, and then flows back outward in the centrifugal force
field, to the cooling cascade in the blades. All the liquid passes to
the first (most inward) shelf where some is evaporated and the
remainder passes to the second and subsequent shelves, just
enough being evaporated at each shelf to absorb the heat load at its
location.

This concept has several important attributes. First, it is capable
of accepting very high heat fluxes, comparable to those realized
with heat pipes, the heat flux being limited only by the liquid flow
rate or by the return flow of the vapor. Second, it enforces a nearly
constant temperature of the cooled surfaces so long as there is
liquid available over the whole surface covered by the shelves.
That is, the shelves function as does the wick of a heat pipe.

Therefore, it is not necessary to predict the local heat flux accu-
rately in order to maintain a nearly constant wall temperature.
Thirdly, as conceived it is self controlling, both locally and glo-
bally. Any fluid which is vaporized returns to the cascade so that
the flow rate of coolant is automatically that required by the total
heat load to the blades. So long as there is fluid in the capture
shelves, variations in the local heat load result only in variations in
the local evaporation rate. The net result is to hold the blade
approximately at a constant temperature set by the temperature of
the condenser. The working fluid would be chosen so that its vapor
pressure at the desired temperature is in a range appropriate from
the viewpoints of the vapor pressure loads on the blade, and the
vapor flow velocities required to carry the heat load to the con-
denser.

It has been noted repeatedly that this concept is similar in
function to that of the now quite generally used heat pipe; how-
ever, it is important to note that the heat pipe as such is not suitable
for application in the rotating system of a turbomachine because
the capillary pumping that it depends upon to saturate the wick
with fluid cannot distribute the fluid in the strong centrifugal field
of the rotor. Typically, capillary pumping produces a few inches of
rise with water against normal gravity (Cotter, 1972). In the
several thousand G field of a turbine rotor this would become a few
mils. As noted above, it may be that the heat pipe concept will be
appropriate for cooling the stationary components of the gas tur-
bine, in place of liquid cooling. This choice, while important to the
design of a vaporization cooled gas turbine, is not critical to the
concept addressed here.

The heat rejected by the vapor in the condenser can be removed
in any number of ways. Convective cooling of the condenser by air
which flows through the rotor cavity is one possibility, as shown
schematically in Fig. 2. In this case, since the cooling air need not
be at the pressure of the turbine working fluid, it could be extracted
from the compressor at a lower pressure and temperature than is
usual, reducing the amount of air required and the cycle penalty
associated with its extraction. Alternatively, it could be desirable
under some circumstances to introduce a liquid cooled condenser
near the axis in the rotating system, the liquid coolant being fed to
the rotor by some system of seals allowing its transfer to and from
the rotating system. Again, though important in the application of
the evaporative cooling concept, these considerations are not cen-
tral to the concept, and a number of arrangements are possible.

2.1 Operating Characteristics. Assuming that the cooling
system has come to some steady condition as described above, it
is important to determine whether this operation is stable, and in
particular what the response of the system is to a perturbation.
Although the final determination of such stability must be exper-
imental, and strong evidence for it will be presented below, some
discussion of the mechanisms that may control the behavior of the
cascade is in order at this point.

For example suppose the gas temperature is raised. This will
occasion an increase in the evaporation rate in the blade, and hence
an increase in the vapor flow. The increase in vapor flow to the
condenser will cause an increase in its temperature, and therefore
an increase in the vapor pressure in the blade, which will in turn
cause an increase in the blade temperature, reducing the heat flow
to it. But because of the very rapid increase of vapor pressure with
temperature, the increase in blade temperature required to accom-
modate the increased heat load will be relatively small, and in most
cases dominated by the cooling in the condenser. This argument
indicates that the system should be stable to such perturbations.

A second question is how the system will behave during startup
from an initially cold condition, during shutdown from hot oper-
ation, and during transients from one operating condition to an-
other. In the cold startup the fluid in the rotor will be initially in
liquid (or solid) form and when rotation begins it will tend to
accumulate in the tip regions of the blades. The temperature being
low, its vapor pressure will be low as well, and the vapor flow
relatively small. As the blades heat up the fluid will vaporize,

Fig. 1 Schematic of vaporization-cooled gas turbine

Fig. 2 Schematic diagram of evaporative-cooling system for rotor
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liquefy in the condenser, and flow into the cascade, filling the
capture shelves successively from the innermost radius. Eventually
a steady state will be reached in which the capture shelves are full
and the normal operation described above will continue. It is
possible that the portions of the blades in which the capture shelves
are unfilled at cold startup, could be overheated if the heating rate
is initially too high, however, it appears that this situation can be
avoided by gradually increasing the operating temperature at
startup. Thus a general requirement is that the time required for
adjustment of the cooling system to a new operating condition, be
short compared to the time scale for changes in operating condi-
tion. The adjustment time is in fact determined by the flow times
of the vapor to the condenser and the liquid from it. These are in
the order of milliseconds, so it appears that the response of the
cooling system should be sufficiently fast, in most situations. In the
opposite case of cooling of the system, the liquid will be retained
in the capture shelves until the rotation stops.

These plausibility arguments have been confirmed by the ex-
perimental results presented in section 3.

2.2 Cooling Limits. Some requirements for evaporative
cooling systems can be understood from rough estimates of the
heat flux which must be accepted by the cooled blades. In first
approximation the heat flux to the blade is given by

qw 5 rucp~Tt 2 Tw!St, (1)

whereru is the mass flux density in the flow passage to be cooled,
cp is the specific heat of the gas,Tt 2 Tw is the difference between
the gas’ stagnation temperature and the temperature of the cooled
wall, and St is the Stanton number. For a typical gas turbine, with
ru 5 2,000kg/m2s, cp 5 1,000J/kg K, Tt 2 Tw 5 500 K, and
St 5 .001, this gives an estimate of 100 watt/cm2. In the vapor-
ization cooled turbine this heat flux must be conducted through the
wall of the turbine blade, to the coolant. This conduction process
is governed by Fourier’s law of heat conduction,

qw 5 k
DT

Dx
, (2)

wherek is the thermal conductivity of the blade material,DT is the
temperature difference between the inside and the outside of the
blade, andDx is the thickness of the blade’s skin. The objective of
the cooling system being to maintain the blade material at as nearly
as possible a constant temperature, this relation sets a limit on the
permissible thickness of the blade’s skin,Dx. For copper,k 5 480
watt/m K, and for the above estimated heat flux, we find an
allowable thickness of approximately 2.5 cm if the allowable
temperature difference is 50 K. On the other hand, for an alloy
with a conductivity of about one tenth that of copper, the allowable
thickness is reduced to 0.25 cm. This seems still to be in a practical
range.

2.3 Cascade Requirements. Since the heat must be con-
ducted from all points on the blade to the immediate neighborhood
of the fluid in the capture shelves in order that the evaporation of
the fluid may absorb the heat, the spacing of the capture shelves,
as well as the thickness of the blade’s skin, must be as small as the
dimension which has been estimated in the preceding paragraph.
Thus an essential feature of the concept is a close spacing of the
capture shelves, with spacing inversely proportional to the heat
flux. This requirement for a close spacing in turn leads to further
requirements on the structure of the cooling cascade.

In order that the cascade function as intended in the acceleration
field of the rotor, it is necessary that the capture shelves be “level”
in the “effective gravity” of the rotor, so that each shelf will fill
before the liquid spills over its lip into the next shelf. This implies
the two following requirements:

1 The lip of each capture shelf be at a nearly constant radius
from the axis of rotation, over the entire internal circumfer-

ence of the blade, the deviation being small compared to the
spacing between shelves.

2 Disturbances of the rotational force field, by either gravity or
rotational or lateral acceleration of the entire engine, be
small compared to the rotational force field. That this second
requirement is readily met may be seen from an estimate of
the rotational force field. The centripetal acceleration isn 2/r ,
wheren is the tangential velocity of the blade andr is the
radius. A typical value ofn is 400 m/s or more, so forr 5
0.5 m, the acceleration is 33 105 m/s2 or about 33 104

times the acceleration of gravity. Thus gravity itself should
introduce only very minor perturbations, and the system
should be very insensitive to lateral accelerations as high as
100 times gravity. If the time for angular acceleration of the
rotor is in the order of 1 s, the equivalent peripheral accel-
eration of the blades is on the order of 400 m/s2, which is
still a factor of 1000 below the acceleration due to the steady
rotation.

The experiments to be described in the next section largely confirm
the cascade behavior postulated and rationalized above.

3.0 Experimental Modeling
Since the return-flow cascade is a wholly new concept for

cooling rotating blades, the first need is to define the factors
controlling its feasibility and limiting the performance. This in-
cludes the interaction of fluid characteristics such as surface ten-
sion, wetting, and viscosity with acceleration forces in controlling
fluid flow rate and distribution. Nor is the best geometry for such
a cascade known. The model test sections used for the tests to be
reported here were designed essentially to implement the idealized
concept shown in Fig. 2. They consist of cylindrical evaporator
sections with axisymmetric (about the radial direction) shelves on
their inner surfaces, coupled to conical condensers. The evaporator
sections which model the turbine blade are electrically heated on
their outer surfaces while the condenser is air-cooled. The evapo-
rators were approximately 2 cm in inner diameter and 5 cm in
radial extent, the condensers of similar dimensions but tapered as
shown. In light of the noted uncertainties about the liquid return
behavior, the evaporators were provided with flow-control inserts
designed to ensure that the liquid flowing from the condenser
enters the first capture shelf and then passes sequentially through
the remaining shelves, while at the same time allowing the vapor
to enter the central passage through which it returns to the con-
denser. The arrangement for this purpose is shown in Fig. 3. It
consists of a tubular insert, with hemispherical depressions on its
outer surface that provide passages from one shelf to the next, and
holes aligned with the inner portion of each space between the
capture shelves to allow the venting of the vapor generated in the
shelves. Two test models using this geometry have been tested,
one with a shelf spacing of approximately 0.050 inches (TS1) and
one with a spacing of 0.080 inches (TS2). In each case there were
six of the liquid-passage depressions and six of the vapor holes, per
shelf. It will be argued later that the liquid flow through the first
(inner) set of depressions limited the heat flux capacity of these
models under some conditions. Clearly, the capacity could be
increased by providing more depressions for the inner shelves.

The instrumentation consisted primarily of several thermocou-
ples distributed radially in grooves on the outer surface of the
evaporator and three similarly distributed on the condenser. In
addition the rotational speed, cooling air flow and its temperature
at inlet to and exit from the condenser, were recorded.

These test models were mounted on the rotating arm of the MIT
Rotating Heat Transfer Facility, which is shown schematically in
Fig. 4, at location 1, labeled “test model.” Briefly, the facility
enables a test assembly to rotate in a vacuum, to eliminate external
heat transfer and windage. Cooling fluid is provided through
rotating seals and electrical power and electrical signals are carried
through slip rings. The radius of the rotating arm is approximately
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0.5 m and the rotation rate can be as high as 30 rps, although in the
tests to be described it did not exceed 10 rps. The flow circuit
includes counter-flow heat exchangers that operate between the
incoming cooling air and that leaving the test section. This allows
the test section to operate with elevated cooling air temperature
without the need for high temperature airflow through the shaft and
seals of the facility.

3.1 Test Procedures. The experiments were designed to
explore the characteristics of the return-flow cascade, and in par-

ticular to determine if it is self regulating and capable of main-
taining a nearly uniform evaporator temperature as described
above. A typical experiment consisted in initiating rotation of the
test model, and gradually increasing the electrical power to the
evaporator while observing the variation of the evaporator and
condenser temperatures. Typically these were closely coupled,
showing that the thermal conductance of the cascade is very high
(to be quantified below), as hypothesized. Due to the function of
the counterflow heat exchangers the overall temperature level of
the condenser, and, therefore, of the test section, would continue to
rise even at constant heating power. After the cascade stabilized at
some heat flux, (as high as 40 watt/cm2 in the experiments re-
ported) with the temperatures gradually rising as the heat exchang-
ers heated up, the rotation rate was then gradually reduced (at
about 0.025 rps per second) until the rapid (in a few seconds) rise
of one or more of the temperatures on the evaporator signaled that
the heat flux limit of the cascade had been reached. At this time the
rotation rate was increased and generally the cascade recovered to
its former temperature distribution. In this way the limits of the
cascade were explored as a function of rotation rate and heat flux.

Most of the experiments have used water as the working fluid,
but methanol was substituted for it in some experiments, to explore
the effects of changes in the fluid properties. In high temperature
gas turbine applications the most suitable working fluids are likely
to be alkali metals, but for practical reasons they have not yet been
used in these experiments.

3.2 Experimental Results. Time histories of two experi-
ments conducted with the test section having 0.080 in. shelf
spacing, along the lines described above, are shown in Figs. 5 and
6. In the case of Fig. 5 the working fluid was water, while for Fig.
6 it was methanol. For this test section, even at rotation rates as
low as 1 rps it was not possible to reach the heat flux limit of the
cascade within the available heating power with water as the
working fluid. Hence Fig. 5 does not exhibit a heat flux limit. With
methanol, the limit of the cascade was reached, as will be de-
scribed in discussion of Fig. 6.

In Fig. 5, the variables of principal interest are the four temper-
atures measured on the evaporator, the condenser temperature, the
heater power which was stepped up in increments of 50 to 100
watts, and the condenser cooling mass flow, which was also
modulated as the power was increased. The spanwise acceleration
was held at about 100 G’s over most of the experiment. The
evaporator temperatures are numbered increasing outward, 6 being
near the tip and 2 about one third of the distance from the inner end
of the evaporator to the tip. The primary result of the experiment

Fig. 3 Schematic of a typical evaporator and coupled condenser, show-
ing flow control insert and capture shelves

Fig. 4 Overall schematic of rotating heat transfer facility

Fig. 5 Time history of an experiment with TS2 using water as working
fluid
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is that the four temperatures measured in the evaporator are all
nearly equal, the maximum difference being about 20 C at the
highest power, and they all closely follow the condenser temper-
ature, the difference between the lowest of them and the condenser
being about 20 C. This low temperature difference indicates a very
high thermal conductance, a characteristic typical of heat pipes. It
is also significant that a step increase in the cooling flow, resulting
in a drop of the condenser temperature, caused a corresponding
drop in the evaporator temperatures. The time scale for response to
step changes in power or cooling flow was of the order of a minute
for these conditions, corresponding approximately to the thermal
inertia of the test section.

The thermocouples in the evaporator are situated in grooves in
its outer wall, adjacent the heater, and those in the condenser are
several millimeters from the condensing surface, so a portion of
the measured temperature difference between evaporator and con-
denser is due to conductive drop in the two walls. At a heat flux of
40 watt/cm2, the highest value attained in Fig. 5, the conductive
drop is estimated to be about 10 K, or half the temperature
difference between the condenser and the coolest point of the
evaporator.

Figure 6 shows the behavior of this same test model with
methanol as working fluid, and in particular its response to changes
in rotative speed (indicated by the radial acceleration in G’s). After
an initial heating period, the power and cooling flow were held
constant. At about 1500 s the cascade had reached a stable oper-
ating point at about 350 watts and an acceleration of 100 G’s,
where the temperature differences within the evaporator and from
evaporator to condenser were comparable to those found in Fig. 5.
The rotative speed was then lowered linearly in time commencing
at about 1800 s. At about 60 G’s, two of the evaporator temper-
atures began to rise, indicating that the cascade had reached its heat
flux limit at this speed. Increasing the speed caused it to recover to
the former operating condition. The variation in speed was re-
peated at about 2400 and 2900 s with similar results.

Similar results are shown in more detail for the test section with
0.050 inch shelf spacing in Fig. 7. For this test water was the
working fluid. Four evaporator temperatures are shown, the num-
ber indicating the distance in inches from the tip of the evaporator,
so that the one labeled 1.456 is closest to the condenser. In this
data sequence the heater power and condenser temperature were
nearly constant, while the rotative speed was decreased until the
heat flux limit was reached, then immediately ramped back up.
This was done twice, at about 2500 and 2900 s. At the beginning
of the first sequence (2500 s) all evaporator temperatures were
nearly equal at about 140 C. As the speed was reduced the location
at 0.865 in. showed signs of divergence at an acceleration of about
50 G’s. The temperature at 1.456 in. similarly increased at about
45 G’s, whereupon the speed was increased and both returned to
their initial values. The same behavior occurred beginning at about

2930 s. That the cascades recovered after each of these divergences
is taken as proof of the self-regulation capability and stability of
the cooling mechanism of the cascade.

To further illuminate the general characteristics of the return-
flow cascade an experiment was conducted with the test section
with 0.080 in. shelf spacing, to compare its conductance in normal
operation with the conductance of the metallic structure of the
evaporator and condenser. As recorded in Fig. 8 this was done by
applying power to the evaporator with it stationary and upright, so
that the working fluid (methanol) was isolated in the condenser. As
indicated by the time interval from about 100 to 700 s the evap-
orator temperatures rose rapidly, while the condenser temperature
remained nearly constant at its initial value, until the temperature
difference between evaporator and condenser was about 100 C and
still rising rapidly. At 700 s, rotation was initiated, building to an
acceleration of about 100 G’s at 1000 s. The evaporator temper-
atures quickly dropped and the condenser temperature rose, till the
temperature differences were on the order of 10 to 20 deg and
stable. The rotation was then stopped with the test section pointed
up as initially and the temperatures diverged again. It was then
pointed down, giving the effect of a 1 G acceleration and the
temperatures returned to the levels attained with rotation. The
conclusion is that at this low heat flux, a 1 G acceleration is
sufficient for operation of the cascade. More than that, the cascade
quickly refills and resumes normal operation after having been

Fig. 6 Time history of an experiment with TS2 using Methanol as a
working fluid and exhibiting heat flux limit

Fig. 7 Time history of an experiment with TS1 using water as a working
fluid and exhibiting heat flux limit

Fig. 8 Comparison of conductances of cascade when dry and in normal
operation, with water as working fluid
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dried out. This again confirms the self-regulating characteristic
hypothesized earlier.

From a series of experiments such as those discussed above, the
global characteristics of the two test models have been adduced. It
is important that these are the characteristics of these test models
only; no claim to generality can be made at this point in our
investigation. On the other hand the observed characteristics are
thus far as initially supposed.

3.3 Heat Flux Limits. In this section a simple flow and heat
transfer model will be proposed that seems to provide a rationale
for the observed heat flux limit.

The model is based on the assumption that in the configurations
tested, the limiting heat flux is determined by the rate of liquid flow
through the small passages that direct liquid from one shelf to the
next. In this case the heat flux limit,Q, is given by the product of
the liquid mass flow and the latent heat

Q < ṁhfg . (3)

The head available to drive flow through the passages is approx-
imately

Dp < rv 2rDr , (4)

where an upper bound onDr is defined by the spacing of the
shelves. The flow velocity through the passages is then

u2 < 2Dp/r 5 2v 2rDr (5)

and the resultingQ is

Q < hfgrvA@2rDr # 1/2. (6)

For water andr 5 0.5 m this becomes

Q < 2.3 3 104vA@Dr # 1/2 (7)

in watts whereDr is in cm andA is in cm2.
Thus, according to this model the limiting heat flux should be

proportional to the rotative speed, or the square root of the accel-
eration. It is a bit difficult to quantifyA and Dr , but taking
reasonable values ofA 5 1 mm2 and Dr 5 1 mm, we have an
estimate for the total heat load allowable on the blade of

Q < 400 n < 280 g1/2, watts, (8)

wheren is the rotative speed in rps andg is the acceleration. The
numerical factor however must be viewed strictly as an estimate,
certainly subject to error by a factor of 3 or more.

The limiting heat flux given by this model is compared in Fig.
9 to a large number of limiting points identified for the test section
with 0.050 in. shelf spacing, operating with water. The experimen-

tal points for each thermocouple are located on the abscissae at the
rotational speed for which its temperature began to increase as the
speed was decreased, at the heating power indicated on the ordi-
nate. A series of lines indicate the limiting heat fluxes predicted by
the above model with flow dimension defined by the actual cas-
cade geometry. The assumption is that since all the liquid feeding
the cascade must pass through the innermost row of depressions in
the flow control insert, and some evaporates on each shelf, the
outermost shelves should evidence the heat flux limit first as the
rotative speed, and, therefore, the liquid supply is reduced.

The first point to be made from comparison of the model to the
data is that the magnitude of the limiting heat flux is about right,
suggesting that the liquid supply is in fact the limit on heat flux.
Closer inspection shows that in general the thermocouples nearest
the tip did usually exhibit the limit at the lower heat fluxes. On the
other hand the trend of limiting heat flux with rotative speed does
not seem to follow the simple proportionality suggested by the
model.

A second test of the model is provided by the two sets of data
from the test section with shelf spacing of 0.080 in., described
above in Figs. 5 and 6, one with water and the other with methanol.
With water this test section showed no heat flux limit within the
range of heating available, up to about 800 watts. But with meth-
anol the heat flux limit was identified at a power of about 350
watts. The heat flux limit for acceleration-driven methanol flow is
about 0.4 that of water, so that other things being equal one would
expect the cascade to be stable up to 8003 0.4 5 320 watts with
methanol. This is somewhat below the observed limit of 350 watts.

Clearly, more must be done to define the heat flux limits of the
return-flow cascade, but it is important to note that the accelera-
tions required to achieve stability in these experiments are far
below those found in turbines. As indicated above a typical level
is 3 3 104 G’s. Thus it seems doubtful that the limits found here
will be controlling in applications to gas turbines, particularly
when use of alkali metals as coolants is considered.

4.0 Engine System Considerations
To judge the viability of the return-flow cascade in an engine

application several factors must be considered. These include the
mechanical details of incorporating it in the turbine rotor and the
provision of cooling for the condenser and other matters that are
quite specific to the particular engine. In addition, there are the
more general effects on the engine’s thermodynamic cycle of a
higher permissible firing temperature, increased heat loss from the
turbine due to lower blade temperatures, and the possibility of
rejecting this heat elsewhere than to the turbine flow path. This last
class of effects has been treated by Martinez-Tamayo (1995) for
aircraft engine applications. Amongst his findings are the conclu-
sion that in a turbofan engine there is considerable benefit in
rejecting the heat from the turbine cooling system to the fan air
stream, rather than to the turbine exhaust. He also found that the
deleterious effects of the increased heat loss in the turbine can be
more than offset by the beneficial effects of increased turbine inlet
temperature, so that both the specific power and the thermal
efficiency of the engine are improved by incorporation of vapor-
ization cooling. In this analysis the return-flow cascade was treated
as a replacement for air cooling, so that the basic architecture of
the engine was assumed to be conventional.

Much remains to be done to achieve a full evaluation of the
potential of the vaporization cooled gas turbine. As indicated in the
introduction, if its characteristics are exploited fully the overall
characteristics of the engine may be very different from those of
present gas turbines. This is a subject for future discussion.

5.0 Conclusions
The primary conclusion of this work is that the return-flow

cascade does function as conceived, to provide self-regulated heat
flow from the evaporator to the condenser. While the experiments

Fig. 9 Heat flux limit for TS1 with water as working fluid, as a function
of rotative speed. Model results assume liquid flow rate through the inner
end of the flow control insert as the limiting factor in heat flux.
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reported have not fully covered the range of heat flux found in
modern engines, when combined with simple models they indicate
that these characteristics will be preserved at the very high heat
fluxes that will exist in such modern engines if vaporization
cooling is incorporated in them. The return-flow cascade therefore
provides a means for cooling the rotating blades of a turbine to a
very nearly constant temperature at temperature and pressure lev-
els characteristic of modern gas turbines. In this sense it is the
enabling element for the concept of the vaporization cooled gas
turbine, which presents a new paradigm for gas turbine design.

Much remains to be done however, in examining both the
detailed design issues and the system issues that must be resolved
to incorporate the return-flow cascade in practical engines. These
include the management of the waste heat from the condenser and
the design of practical blades incorporating the evaporator and

condenser, as well as the opportunities presented by new material
choices.
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Characteristics of MCrAlY
Coatings Sprayed by High
Velocity Oxygen-Fuel
Spraying System
High velocity oxygen-fuel (HVOF) spraying system in open air has been established for
producing the coatings that are extremely clean and dense. It is thought that the HVOF
sprayed MCrAlY (M is Fe, Ni and/or Co) coatings can be applied to provide resistance
against oxidation and corrosion to the hot parts of gas turbines. Also, it is well known that
the thicker coatings can be sprayed in comparison with any other thermal spraying
systems due to improved residual stresses. However, thermal and mechanical properties
of HVOF coatings have not been clarified. Especially, the characteristics of residual
stress, that are the most important property from the view point of production technique,
have not been made clear. In this paper, the mechanical properties of HVOF sprayed
MCrAlY coatings were measured in both the case of as-sprayed and heat-treated coatings
in comparison with a vacuum plasma sprayed MCrAlY coatings. It was confirmed that the
mechanical properties of HVOF sprayed MCrAlY coatings could be improved by a
diffusion heat treatment to equate the vacuum plasma sprayed MCrAlY coatings. Also, the
residual stress characteristics were analyzed using a deflection measurement technique
and a X-ray technique. The residual stress of HVOF coating was reduced by the
shot-peening effect comparable to that of a plasma spray system in open air. This
phenomena could be explained by the reason that the HVOF sprayed MCrAlY coating was
built up by poorly melted particles.

Introduction
The increase in gas turbine firing temperature has driven the

need to provide blade protection. Actually, as increases in the
firing temperatures were made, a coating technology has been
developed to protect gas turbine blades from oxidation and corro-
sion at high-temperature (Mevrel, 1989). There are two basic
coating systems which are currently being used in gas turbine
blades. These systems are diffusion coatings and overlay coatings.
Diffusion coatings provide a surface enrichment layer of alumi-
nium, chromium and/or silicon that results in the formation of
protective surface oxides. Overlay coatings are a specifically de-
signed oxidation and corrosion-resistant alloy that is deposited on
to the blade surface. The overlay coatings based on the MCrAlY
alloy system, whereM can be iron, nickel, and/or cobalt, are
commonly employed these days. The early production process was
electron beam physical vapor deposition (EB-PVD). However,
because of the high capital cost in setting up a commercial EB-
PVD plant, plasma spraying systems such as air plasma spraying
(APS) system have been widely accepted, particularly the argon
shrouded plasma spraying and the vacuum plasma spraying (VPS)
systems. In recent years, the vacuum plasma spraying system for
overlay coatings has been established and is used for hot parts,
such as blades and duct segments, etc., which are exposed to
oxidizing and corrosive atmosphere at high-temperature.

As described above, the application of high integrity for chem-
ical compositions, low oxygen content coatings was only success-
fully done in an inert gas atmosphere and/or vacuum pressure
chamber. However, recently a high velocity oxygen-fuel (HVOF)

system in open air has been established for producing the coatings
with extremely low oxide content, low porosity, and high bonding
strength (Parker and Kunter, 1994). Several investigations (Irons
and Zanchuk, 1993; Irons, 1992) have been reported sprayed
MCrAlY coatings with HVOF systems in open air and achieving
near chamber quality. The superior coating performance is primar-
ily a result of the higher particle velocities in comparison with the
other thermal spraying systems (Russo and Dorfman, 1995). The
HVOF system has been reported to be successfully applied to the
gas turbine hot parts (Nestler et al., 1995; Clark et al., 1995). Also,
it is well known that the thicker coatings can be sprayed for
improving the residual stress in comparison with any other thermal
spraying systems. However, the basic properties such as mechan-
ical properties and residual stress characteristics of HVOF coatings
have not been clarified. It is well known that the life of thermal
sprayed blades are affected by the mechanical properties of coat-
ings (Wood, 1989; Veys and Mevrel, 1987). The cracking and
delamination of sprayed coatings is mainly affected by the residual
stress (Ishiwata et al., 1995; Grunling et al., 1987).

In this paper, the mechanical properties of MCrAlY coatings
sprayed by the high velocity oxygen-fuel (HVOF) system are
investigated in comparison with the vacuum plasma sprayed
MCrAlY coatings. Furthermore, the residual stress characteristics
induced by HVOF system are analyzed using a deflection mea-
surement method and a X-ray method in comparison with the air
plasma spraying (APS) system.

Materials and Experimental Details
This investigation used as cast Ni-based super alloy (IN738LC)

as a substrate for thermal sprayings and three kinds of commercial
spraying powders such as CoCrAlY, CoNiCrAlY and NiCoCrAlY.
The chemical compositions and powder size of these materials are
given in Table 1.

The morphology of NiCoCrAlY powder before thermal spray-
ing was examined at the cross-section using a scanning electron
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microscope (SEM) as shown in Fig. 1. The spraying powders used
in this study were produced by rapid-cooling solidification tech-
nique using an argon gas atomizer. All of the particles appear to be
mostly spherical and a lot of fine, precipitated (Ni, Co)Al metallic
compounds can be observed in NiCoCr solid-solution matrix. In
the same way, the particle morphologies of CoCrAlY and CoNi-
CrAlY appear to be mostly spherical and fine precipitated CoAl
and (Ni, Co)Al metallic compounds can be observed, respectively.

The HVOF coatings were carried out with a JP-5000 system
(Hobart Tafa Technologies) under the conditions of no preheating,
kerosene1 oxygen fuel, three kinds of combustion pressure, such
as 483 kPa, 703 kPa, and 896 kPa, spray distance 400 mm, and
traverse speed 500 mm/s. For the comparison of mechanical prop-
erties, the VPS coatings were carried out with a A-2000 V VPS
system (Plasma Tecknik) under the conditions of preheating 843
K, voltage 64 V, current 685 A, spray distance 270 mm in argon
gas atmosphere 6 kPa. A single face of IN738LC substrate was
roughened by grit blasting after degreasing, and sprayed MCrAlY
coatings with a coating thickness of about 2 mm. The bending test
specimens (503 5 3 1.5 mm) were machined out of the thick
coatings. In the same manner, the bending test specimens were
machined out of the diffusion heat-treated (1393 K-2 h, 1116 K-24
h and argon gas cooled) coatings. In general, to densify the coating
layer and improve the bonding strength, the coatings are subjected
to the above high-temperature diffusion heat-treatment before me-
chanical finishing. The mechanical properties, such as Young’s
modulus, Poisson’s ratio, bending strength, and Vicker’s hardness
are measured by four-point bending test using a strain gage method
under the condition of cross-head speed 0.1 mm/min.

Figure 2 shows the testing apparatus to investigate the generat-
ing mechanism of residual stresses in case of HVOF system. The
HVOF spraying condition is as same as described above. For
comparison of residual stress characteristics, the APS coating was
also carried out with a Metco system that employs a 7 MB gun
under the conditions of no preheating, Ar1 H2 operating gases,
voltage 78 V, current 500 A, spray distance 100 mm and traverse
speed 500 mm/s. One side of strip-shaped substrate (103 1303
3 mmt) was fixed, and the deflection of substrate at the center on

the rear face was measured in-situ during thermal spraying using
dialgage as shown in Fig. 2. At the same time, the temperature
change at the substrate surface was measured by a thermo-couple
during thermal spraying. From the displacement,d, and coating
thickness,hc, the average residual stress can be calculated by the
Stoney-Hoffman’s equation (Stony, 1987; Kuroda and Clyne,
1991).

sR 5 Es9 z hs2 z d/~3 z l 2 z hc!, (1)

whereEs9 5 Es/(1 2 ns): Es andns are Young’s modulus and
Poisson’s ratio of the substrate, respectively.hs and hc are the
thickness of substrate and coating, respectively.l is substrate
length. After thermal spraying, the longitudinal residual stress at
coating surface (Irradiation area: 53 10 mm) was measured using
an X-ray stress measurement equipment. Characteristic X-ray is
Cr-Ka, and tube voltage and current was 30 kV and 300 mA,
respectively. Diffraction plane was Cubic (2.2.0).

Macro and Microstructure of Sprayed Coatings
It was found that all of the MCrAlY coatings were composed of

the Ni or Co-based solid-solution matrix and a lot of precipitated
aluminum intermetallic compounds. Figure 3 shows the typical
microstructure of MCrAlY coatings sprayed by HVOF system in
case of (a) as-sprayed NiCoCrAlY and (b) heat-treated NiCo-
CrAlY observed by SEM and electron probe microanalysis
(EPMA). The microstructure revealed that even the as-sprayed
coatings were very dense with low oxide content. And also, the
same microstructure as shown in Fig. 1 could be observed in Fig.
3(a). This caused concern since there are a lot of poorly melted
particles. The same observation had been made before (Irons and
Zanchuk, 1993). Therefore, it is recognized that the MCrAlY
integrity, especially low oxide content, is maintained in spite of
thermal spraying in open air. It is clear from these observations
that HVOF guns produce particle velocities (or high kinetic ener-
gy), which are considerably higher than the other commercial
thermal spraying systems. Furthermore, the diffusion heat treat-
ment after thermal spraying transforms the coating into uniform
microstructure with two predominant phases made up of (Ni,
Co)Al metallic compounds and NiCoCr solid-solution matrix. The
poorly melted particles can’t be discriminated, and crack like pores
are transformed into micropores in a line due to the progress of
sintering.

The diffusion heat treatment of the MCrAlY coatings showed
clearly the reduction of pores in the microstructure, as shown in
Fig. 4, which was measured by a water submersion technique. The
error in measurements is less than 0.01 percent and the scatter of
datum in Fig. 4 is within60.2 percent. The mean values of
three-times measurement are shown in Fig. 4. The order of initial
relative density of coatings was NiCoCrAlY. CoNiCrAlY .
CoCrAlY independent of the coating systems, such as HVOF and

Table 1 Chemical compositions of substrate and spraying powders

Fig. 1 EPMA analysis of NiCoCrAlY powder for thermal spraying

Fig. 2 Testing apparatus and configuration of test specimen
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VPS. It is thought this is because the MCrAlY coating with lower
melting point (high nickel content) is sintered easily. The diffusion
heat-treatment of the HVOF coatings removed a fair amount of
porosity (.3 percent). From the view point of porosity content, it
can be said that the HVOF system is a match for the VPS system.

Figure 5 shows the coating integrity for CoNiCrAlY and NiCo-
CrAlY during thermal spraying in terms of the aluminum and
chromium content. The aluminum content is measured by induc-
tively coupled plasma emission spectrometry. The chromium con-
tent is measured by KMnO4-oxidation and KMnO4-titration
method. The error in measurements is less than 0.01 percent and
the scatter of datum in Fig. 5 is within60.5 percent. The effects
of the various processes on the aluminum and chromium content
are relatively clear by the mean values of five-samples measure-

ment as shown in Fig. 5. The aluminum and chromium are well
known elements for oxidation and corrosion resistance at high-
temperature. Powder compositions with respect to the aluminum
and chromium content before thermal spraying were reduced dur-
ing thermal spraying process. The reduction tendency was large in
case of the chromium element. However, it is clear that the coating
integrity is almost held in the HVOF system, which is slightly
inferior to the VPS system.

Mechanical Properties of Sprayed Coatings
Figure 6 shows the mechanical properties of HVOF MCrAlY

coatings in comparison with VPS MCrAlY coatings. (a) shows the
results of CoCrAlY coating, and (b) shows the results of NiCo-
CrAlY coating. The error in measurements is less than 0.01 per-
cent and the scatter of datum in Fig. 5 is within63.5 percent. The
mean values of three-times measurement are shown in Fig. 6(a)
and (b).

All bending test specimens failed in an apparently brittle man-
ner, and the load versus deflection curves were straight lines until
their catastrophic failure. These brittle fractures are caused by the
formation of aluminum metallic compounds inside the coatings.
CoAl metallic compounds were formed in the CoCrAlY coating,
and (Ni, Co)Al metallic compounds were formed in the NiCo-
CrAlY coating, respectively. It is considered that the kind of
aluminum metallic compound and precipitated volume affects the
mechanical properties of MCrAlY coatings (Itoh et al., 1994). In
case of as-sprayed coatings, the bending strength of HVOF
MCrAlY coatings were inferior (12 ; 1

3) in comparison with the VPS
MCrAlY coatings. However, the strength of HVOF MCrAlY
coatings could be improved up to the level of the VPS MCrAlY
coatings by the diffusion heat-treatment. This means that a lot of
crack-like pores exist among the poorly melted particles. The
HVOF MCrAlY coatings do not have excellent intergranular
bonding. However, the reduction of pores by the diffusion heat-
treatment improves the intergranular bonding of HVOF MCrAlY
coatings. The difference of bending strength of as-sprayed HVOF
MCrAlY is due to the coating structure which depended upon
thermal spraying systems. For that reason, when the uniform
microstructure can be obtained by the diffusion heat-treatment, it
is recognized that there is no difference of the bending strength
between HVOF and VPS MCrAlY coatings.

Typical examples of SEM observed fracture surfaces are shown
in Fig. 7 for both the as-sprayed and heat-treated HVOF NiCo-
CrAlY coatings. A crack initiation site was not found clearly.
However, there was a special feature in the photograph of as-
sprayed HVOF NiCoCrAlY coating. Namely, some spherical par-
ticles about 20; 50 mm in diameter, could be observed in the
fracture surface of as-sprayed coating. Actually, it is observed that

Fig. 3 EPMA analysis of NiCoCrAlY coating sprayed by HVOF process:
(a) as-sprayed; ( b) heat-treated (1393 K-2 h, 1116 K-24 h, Ar gas cooled).

Fig. 4 Comparison of relative density between HVOF and VPS coatings

Fig. 5 Variation of chemical compositions for MCrAlY coatings due to
various thermal spraying processes
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the fracture goes forward along the crack-like pores. However,
after the diffusion heat-treatment, the fracture surface becomes
comparatively flat due to the progress of microstructural unifor-
mity by sintering among the poorly melted particles.

In case of Young’s modulus, the same tendency was confirmed
for both CoCrAlY and NiCoCrAlY coatings. The Young’s mod-
ulus of as-sprayed HVOF MCrAlY coatings was inferior (2

3 ; 1
2) in

comparison to the VPS MCrAlY coatings. However, the Young’s
modulus of HVOF MCrAlY coatings subjected to the diffusion
heat-treatment could be improved up to the level of the VPS
MCrAlY coatings. It is clear that the diffusion heat-treatment is
effective in improving the Young’s modulus of as-sprayed HVOF
coatings for sintering among the HVOF sprayed particles.

There are no datum of as-sprayed VPS coatings for Poisson’s
ratio. However, the Poisson’s ratio was nearly 0.3 for as-sprayed
HVOF MCrAlY. These values are in agreement with the diffusion
heat-treated MCrAlY coatings sprayed by both HVOF and VPS
systems.

On the other hand, a significant difference for Vickers hardness
of coatings sprayed by HVOF and VPS systems could not be
observed in case of as-sprayed. It seems that the crack like pores
that exists in HVOF MCrAlY coatings do not affect the Vickers
hardness, though they affect the strength and the Young’s modulus
as described above. It is well known that voluminous pores ob-
served in APS sprayed MCrAlY coatings reduced the strength,
Young’s modulus and Vicker’s hardness. This phenomenon is in
agreement with the reason that the HVOF system is widely used to
apply wear resistant coatings up to this time. Moreover, the Vick-
ers hardness of heat-treated HVOF MCrAlY coatings shows high
value in comparison with the VPS MCrAlY coatings. This phe-
nomenon cannot been observed in the VPS MCrAlY coatings, and
carbon content of spraying powders is less than 0.02 mass percent.
It is considered that this is caused by the HVOF process for its own
sake, such as carbonizing of some elements in MCrAlY coatings
by the kerosene1 oxygen fuel. The carbon contamination from
the kerosene1 oxygen fuel is thought to be generally important to
application of the HVOF system to metal coatings, which contain
a lot of carbide forming elements.

Residual Stress of Sprayed Coatings
Deflection measurement tests using a cantilever beam specimen

as shown in Fig. 2 were conducted for investigating the generating
mechanism of residual stress during thermal spraying (Kuroda and
Clyne, 1991). The purpose of this test is to clarify the transient
thermal stresses during thermal spraying. The typical measurement
results for CoNiCrAlY coating are shown in Fig. 8(a) HVOF
system and (b) APS system. Also, the temperature histories during
thermal spraying of 15 cycles are shown in Fig. 8. While the
HVOF gun traversed across the longitudinal direction of IN738LC
substrate, both the displacement and the temperature of cantilever
beam specimen made significant changes according to the gun

Fig. 6 Mechanical properties of MCrAlY coatings in comparison with HVOF process and VPS process: ( a) CoCrAlY coatings;
(b) NiCoCrAlY coatings.

Fig. 7 SEM observation of fracture surface for NiCoCrAlY coating
sprayed by HVOF process
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position. However, there was a tendency for the average displace-
ment and the temperature to increase with buildup of the sprayed
coating. The change of displacement by the HVOF system during
one cycle of thermal spraying was significantly in comparison with
the APS system. This shows the higher particle velocities achieved
with the HVOF gun in comparison with the APS system. Also, it
is very interesting that the average displacement of specimen
sprayed by the HVOF system shows a plus sign (convex deflec-
tion), and on the contrary the average displacement of specimen
sprayed by the APS system shows a minus sign (concave deflec-
tion). It seems that peening effect by poorly melted particles causes
the substrate surface to induce compressive stresses in case of the
HVOF system. The compressive stresses seem to be induced at not
only the substrate surface but also the coating layer except for the
final coating layer, namely surface layer. However, in case of the
APS system, it is well known that the shrinkage force by thermal
sprayed and fully melted particles causes the substrate surface to
induce tensile stresses. According to the temperature rise during
thermal spraying, the HVOF system shows high temperature in
comparison with the APS system. It is thought that this tempera-
ture rise is caused by the very high particle velocity and the high
deposit efficiency of HVOF system.

Figure 9(a) shows the effect of number of spraying passes and
HVOF combustion gas pressure on the surface temperature of
substrate. Figure 9(b) shows the effect on the displacement of
substrate. It is clear that the surface temperature and the displace-
ment increase with increasing the combustion gas pressure, which
equates to the sprayed particle velocity. However, the rate of
surface temperature rise has a tendency to decrease as shown in
Fig. 9(a) as opposed to the displacement of the substrate. From this
tendency, the deformation behavior of cantilever beam is strongly
affected by the peening effect due to the poorly melted particles,
not by the temperature rise. In Fig. 9(b), the final coating thickness
for each of the spraying conditions is shown. When the combustion
gas pressure was low, a porous coating was formed and the deposit
efficiency became low. On the contrary, when the combustion gas

pressure was high, a dense coating could be obtained by the
peening effect and the deposit efficiency became high. But, the
buildup speed of coating became lower due to crush action effect
of coating layers. Figure 10 shows the macrophotographs of cross-
section of coating layer in case of the HVOF CoNiCrAlY coating.
There was a tendency for the coating layer to become denser with
increasing the combustion gas pressure. Especially, in case of
combustion gas pressure 483 kPa, a lot of poorly melted particles
could be observed in the coating layer. In case of combustion gas

Fig. 8 Change of temperature and deflection of test specimens during
thermal spraying: ( a) HVOF process; ( b) APS process.

Fig. 9 Effect of combustion gas pressure on substrate temperature and
deflection of test specimens during thermal spraying: ( a) effect of spray-
ing passes on substrate temperature; ( b) effect of spraying passes on
substrate deflection.

Fig. 10 Macrostructure of HVOF coating in the case of various combus-
tion gas pressure
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pressure 703 kPa, no porosity could be observed, and the spherical
particles tended to become flat and the coating surface tended to
become smoother. In case of any other MCrAlY, the same ten-
dency could be observed.

The residual stresses calculated by Eq. (1) using the displace-
ment of the cantilever beam are shown in Fig. 11. Also, the
residual stresses at coating surface measured by a X-ray method is
shown in Fig. 11. The diffraction peak of precipitated metallic
compounds such as CoAl and (Ni, Co)Al is used to measure the
residual stresses of CoCrAlY and CoNiCrAlY coatings, respec-
tively. Elastic constants as shown in Fig. 6 are used for the
calculation of residual stresses. The residual stresses which were
obtained by two methods were good agreement in case of the APS
CoNiCrAlY coatings. However, in case of the HVOF MCrAlY
coatings, the residual stresses obtained by the displacement mea-
surement method are not good agreement with the X-ray method.
By the way, Eq. (1) is based on an assumption that the residual
stresses are uniform in coating layer and the substrate shows
elastic behavior. It is thought that the plastic deformation of
substrate and coating layers except for the final coating layer due
to the peening effect by poorly melted particles causes the dis-
agreement between two measurement methods in case of the
HVOF MCrAlY coating. As a matter of course, it seems that the
nonuniformity of residual stress in the coating layer also arises. In
Fig. 11, it is clear that the difference of residual stress become
larger with increasing the peening effect. Therefore, the simple
measurement method based on Eq. (1) is not effective in case of
the HVOF system. As a result, the generating mechanism for
residual stress is considered as follows from the above experi-
ments. In case of the APS system, the residual stress induced in
coating layer,sR is represented by the sum of the shrinkage stress
of sprayed particles,sS and the thermal stress induced by the
difference of temperature and material constants between coating
and substrate,sT (Kuroda and Clyne, 1991).

sR 5 sS 1 sT (2)

The shrinkage stress of sprayed particles,sS is due to the
solidification of sprayed particles on the substrate as shown in Fig.
12. In case of HVOF system, almost all sprayed particles dash
against the substrate in a poorly melted state. Therefore, compres-
sive stress at substrate surface and coating layer except the final
coating layer,2sP is induced by the peening effect. The shrinkage
stress,sS is slightly induced around the poorly melted particles
(sP . sS). As a result, the residual stress induced in coating layer,
sR is presented as follows.

sR 5 sS 1 sT 2 sP (3)

By comparison with Eq. (2) and Eq. (3), it seems that the
residual stress of HVOF coatings becomes lower than the APS
coatings.

Based on the generating mechanism of residual stress described
above, the residual stress distribution of the HVOF CoNiCrAlY
(combustion gas pressure: 703 kPa) can be estimated as shown in
Fig. 13. A numerical model had been presented simulating heat
transfer and buildup of differential thermal contraction stresses
during thermal spraying (Gill and Clyne, 1990). For this residual
stress analysis, the usual finite element method program for ana-
lyzing thermoelastic problem was used, and material constants
used are shown in Fig. 6. The thermal stress distribution is shown
in Fig. 13 in case of two layered body with the uniform inherent
strain of e1 5 0.048% at coating layer. The inherent straine1 is
determined by the Eq. (1) and the convex displacement show in
Fig. 9(b). It is clear that the compressive residual stress can be
obtained at the coating surface. Namely, it is the case that the final
coating layer is not affected by the peening effect. The straight line
in Fig. 13 shows the residual stress at the final coating layer in case
of three layered body with the inherent strain at the final coating
layer of 0.0125 mm thickness. Namely, the inherent strain at final
coating layer is a parameter in Fig. 13. As the residual stress
measured by the X-ray method is 27 MPa, it seems that the
inherent strain at final coating layer of 0.0125 mm thickness is
e1 5 20.007%. The thickness of final coating layer can be ob-

Fig. 11 Measurement results of residual stresses at the surface of
MCrAlY coatings

Fig. 12 Residual stress generating mechanism during thermal spraying

Fig. 13 Estimation of residual stress distribution by the inherent strain
caused by thermal shrinkage and peening effect of coating layer
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tained by dividing the total coating thickness by the coating passes.
The inherent strain at final coating layer is affected by the peening
conditions, such as the combustion gas pressure and the poorly
melted particle size. The difference of residual stresses between
the deflection measurement method and the X-ray method as
shown in Fig. 11 can be explained by this consideration. Namely,
it might be thought that the residual stresses of HVOF coatings
was reduced by the peening effect in comparison with the APS
coatings.

Conclusions
In case of the HVOF system, the microstructure revealed even

the as-sprayed that coatings was very dense with low oxide con-
tent, as normally found in plasma sprayed coatings in open air.
This caused concern since there are a lot of poorly melted particles
in the HVOF coating. It is clear from these observation that HVOF
guns produce high particle velocities (or kinetic energy), which are
considerably higher than the other commercial thermal spraying
systems. Furthermore, the diffusion heat treatment after thermal
spraying transforms the coating layer into uniform microstructure
with two predominant phases, which are made up of a lot of the
precipitated aluminum metallic compounds and CoCr (or NiCoCr)
solid-solution matrix. As a matter of course, the poorly melted
particles can’t be discriminated. And the diffusion heat treatment
of the HVOF coatings reduced a fair amount of porosity (.3
percent). From the view point of porosity, it can be said that the
HVOF system is a match for the VPS system.

Next, in case of as-sprayed coatings by the HVOF system, the
Young’s modulus and the bending strength of HVOF MCrAlY
coatings were inferior in comparison with the VPS MCrAlY
coatings. Some spherical particles, that were 20; 50 mm in
diameter, could be observed in the cross-section of as-sprayed
coating. However, the experimental results suggested that the
Young’s modulus and the bending strength of the HVOF MCrAlY
coatings could be improved up to the level of the VPS MCrAlY
coatings by the diffusion heat treatment. These phenomena could
be considered by the reason that the HVOF MCrAlY coating was
built up by poorly melted particles. When the uniform microstruc-
ture can be obtained by the diffusion heat treatment, it is recog-
nized that there is no difference of the bending strength between
the HVOF and the VPS MCrAlY coatings. On the other hand, the
significant difference for Vickers hardness of coatings sprayed by
HVOF and VPS systems could not be observed even as-sprayed
coatings. It seems that the crack like pores that exists in the HVOF
MCrAlY coatings do not affected on the Vickers hardness, though
they affected on the strength and the Young’s modulus. Moreover,
the Vickers hardness of heat-treated HVOF MCrAlY coatings
shows high value in comparison with the VPS MCrAlY coatings.
It is thought that this is caused by the HVOF process for own sake,
such as carbonizing of some elements in MCrAlY coatings from
the kerosene1 oxygen fuel.

According to the temperature rise during thermal spraying, the
HVOF system revealed high temperature in comparison with the

APS system. This means the high deposit efficiency of HVOF
system due to very high particle velocity. It was clear that the
surface temperature and the displacement became high values with
increasing the combustion gas pressure, which equates to the
sprayed particle velocity. The deformation behavior of cantilever
beam is strongly affected by the peening effect due to the poorly
melted particles, not by the temperature rise that causes to the
concave deformation. In case of combustion gas pressure 483 kPa,
a lot of poorly melted particles could be observed in the coating
layer. The residual stress characteristics were analyzed using the
deflection measurement method and the X-ray method. It was
confirmed that the residual stresses of HVOF coatings was reduced
by the peening effect in comparison with the plasma spray system
in air. And the generating mechanism of residual stresses was
investigated from the measurement results of deflection of canti-
lever beam specimens during the HVOF spraying. It was con-
firmed that the residual stress of HVOF coatings was reduced by
the peening effect in comparison with the APS coatings.
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Cyclic Oxidation Behavior of
Aluminide, Platinum Modified
Aluminide, and MCrAlY Coatings
on GTD-111
Cyclic oxidation behavior of aluminide, platinum modified aluminide, and MCrAlY
coatings has been investigated at three temperatures. Aluminide and platinum modified
coatings were deposited on GTD 111 material using an outward diffusion process.
CoCrAlY coating was applied on GTD-111 by Electron Beam Physical Vapor Deposition
(EB-PVD). The oxidation behavior of these coatings is characterized by weight change
measurements and by the variation ofb phase present in the coating. The platinum
modified aluminide coating exhibited the highest resistance to oxide scale spallation
(weight loss) during cyclic oxidation testing. Metallographic techniques were used to
determine the amount ofb phase and the aluminum content in a coating as a function of
cycles. Cyclic oxidation life of these coatings is discussed in terms of the residualb and
aluminum content present in the coating after exposure. These results have been used to
calibrate and validate a coating life model (COATLIFE) developed at the Material Center
for Combustion Turbines (MCCT).

Introduction
The hot section components of advanced land based turbines

operate at severe operating conditions—high thermal stresses and
temperatures. Higher operating temperatures play a dominant role
in the material and coating degradation, which in turn, adversely
affects the service life of these components. The turbine blades are
one of the most critical hot section components; thus, reliability
and availability of a gas turbine depend on the blade life. Because
of the higher operating temperatures encountered in these ad-
vanced turbines, the performance and durability of the coating
system has now become one of the primary life limiting factors of
coated blades.

In the mid 1960s, coatings were introduced in land based tur-
bines to provide hot corrosion protection to superalloy (nickel
and/or cobalt base alloy) blades and vanes. Nickel and cobalt base
alloys are susceptible to hot corrosion (Type I and II) at the
operating metal temperatures ranging from 1150° to 1700°F (621°
to 927°C). The severity of hot corrosion increases with tempera-
ture up to 1600°F (871°C) and then decreases with temperature.
Above 1700°F (927°C), oxidation supersedes hot corrosion. Fur-
thermore, the source of corrodants is fuel and airborne salts carried
by inlet air. However, airborne impurities can be prevented from
entering into a turbine by effective use of air filters. As a result, hot
corrosion problems are typically encountered in turbines that are
fired with contaminated fuels. The advanced turbines are primarily
fired with relatively clean natural gas and operate at higher tem-
peratures. Degradation of coatings due to oxidation is the primary
concern in these designs.

Coatings used on Row 1 and Row 2 turbine blades vary from one
manufacturer to the other, but the generic types are similar and fall
into three groups: aluminide, platinum modified aluminide (Pt-Al),
and MCrAlY with or without an over aluminized layer. As part of an

EPRI funded program, data on various coatings are being generated to
calibrate and validate a coating life model developed at the MCCT
(Chan et al., 1997). The objective of this program is to use the
COATLIFE model to determine the coating refurbishment intervals
for turbine blades and vanes. The results generated on aluminide,
Pt-Al, and CoCrAlY coatings are presented in this paper. Post-test
metallurgical evaluations were also performed on the specimens to
understand degradation of these coatings due to exposure to thermal
cycles at different temperatures.

Experimental Procedure

Specimen Geometry and Test Materials. Flat rectangular
test specimens (303 153 1.5 mm) were machined from the shank
section of a fully heat treated GTD-111 turbine blade using an
electro discharge machining process. The specimens were ground
and polished to remove the recast layer. GTD-111 has a nominal
composition by weight: C 0.1%, Cr 14.0%, W 3.8%, Co 9.5%, Mo
1.5%, Al 3.0%, Ti 4.9% and Ta 2.8%. The heat treatment for
GTD-111 blades consists of a partial solution treatment at 2050°F
(1221°C) for two hours followed by aging at 1550°F (843°C) for
24 hours (Embley and Kallianpur, 1985).

Coating Application. Aluminide and Pt-Al coatings were ap-
plied on the test specimens using an outward diffusion process.
The process is described elsewhere (Shankar, 1988; Smith and
Boone, 1990). For Pt-Al coating application, the specimens were
electroplated with approximately a 10mm thick platinum plating
prior to the aluminizing process. The CoCrAlY coating was ap-
plied using the Electron Beam Physical Vapor Deposition (EB-
PVD) process.

Cyclic Oxidation. Tests were performed using a facility de-
signed and fabricated at SwRI. This test facility consists of a
furnace, a forced air cooling system, and a computer controlled
moving arm that transfers specimens in and out of the furnace and
to the cooling system. For cyclic oxidation tests, the specimens
were inserted in a furnace that was maintained at the temperature
of interest, and held in that furnace at that temperature for 55 min
prior to moving them to the cooling system. The specimens were
then cooled by forced air for 5 min prior to re-inserting them into
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the furnace. The specimens took approximately four minutes to
reach the test temperature and one minute to cool from the test
temperature to room temperature. The tests were conducted at
1950°F (1065°C), 1850°F (1010°C), and 1750°F (955°C). Multi-
ple specimens of each coating were tested at each temperature.
Cyclic oxidation tests were interrupted periodically to weigh the
specimens, and a specimen of each type of coating was removed
from the test at predetermined cycles for post-test metallurgical
evaluation. These specimens were sectioned and examined by
optical and scanning electron microscopy to evaluate coating deg-
radation. The composition of the phases in the coatings were
determined using energy dispersive spectroscopy (EDS).

Results

As-Coated Microstructure. A specimen from each coating
was sectioned in the as-coated condition to determine microstruc-
ture and coating thickness. The aluminide and Pt-Al coated spec-
imens exhibited a single phase (b-NiAl) structure, while the Co-
CrAlY coated specimen exhibited approximately 50%b (CoAl-
precipitates) and 50%g (matrix). Theg phase is a solid solution of
primarily cobalt and chromium. Thickness of aluminide, Pt-Al,
and CoCrAlY coatings ranged from 1.0 to 1.8 mils, 2.0 to 3 mils,
and 9.0 to 10 mils, respectively. The chemistry of these coatings
was determined at three locations on each specimen; the top, the
middle, and the bottom of the layer of each coating. The average
chemistry of the coatings in weight percent is as follows:

Aluminide: 29.5% Al, 2.8% Cr, 7.0% Co, 0.7% Ti, 57.5% Ni,
0.4% Mo, and 2.4% Ta

Pt-Al: 19.9% Al, 4.1% Cr, 5.7% Co, 2.0% Ti, 51.2% Ni, 0.3%
Mo, 2.9% Ta, and 15% Pt

CoCrAlY: 9.9% Al, 24.5% Cr, 60.3% Co, and 2.5% Ni

Cyclic Oxidation. Weight change of aluminide Pt-Al and
CoCrAlY coated specimens as a function of thermal cycles at
1950°F (1065°C) is presented in Fig. 1. As expected, all these
specimens initially gained weight due to formation of a protective

Fig. 1 Cyclic oxidation behavior of aluminide, Pt-Al and CoCrAlY coat-
ings at 1950°F (1065°C)

Fig. 2 Cyclic oxidation behavior of aluminide, Pt-Al, and CoCrAlY coat-
ings at 1850°F (1010°C)

Fig. 3 Cyclic oxidation behavior of aluminide, Pt-Al and CoCrAlY coat-
ings at 1750°F (954°C)

Fig. 4 b-phase variation in aluminide coating after exposure at 1950°F
(1065°C) for ( a) 400 cycles and ( b) 1000 cycles
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oxide scale with thermal cycles, up to approximately 400 cycles
for aluminide and Pt-Al coatings, and 200 cycles for CoCrAlY,
reached a maximum value and the specimens then lost weight with
increasing cycles, due to oxide spallation. The weight loss results
show that Pt-Al offers slightly better resistance than aluminide
coating. However the variation in weight loss results between the
Pt-Al and aluminide coatings is not statistically significant. How-
ever, the CoCrAlY coating showed the least resistance among
three coatings investigated.

Figure 2 shows weight change data of coatings as a function
of thermal cycles at 1850°F (1010°C). The aluminide and Pt-Al
coated specimens gained weight; no evidence of protective

oxide spallation was noted among the specimens in 1100 ther-
mal cycles. Weight loss due to oxide spallation was observed in
two of three CoCrAlY coated specimens. However, the weight
change data for CoCrAlY coated specimens exhibited signifi-
cant scatter. Weight change data of coatings as a function of
thermal cycles at 1750°F (954°C) is illustrated in Fig. 3. All
three coatings predominantly gained weight. No evidence of
weight loss due to oxide spallation was noted in these speci-
mens which were run for 2200 cycles.

Coating Microstructure. As expected, exposure to thermal cy-
cles led to degradation of the microstructure of all three coatings. In
the aluminide and Pt-Al coatings, the coating degradation is mani-
fested by transformation ofb-NiAl phase intog9. In the CoCrAlY
coating, degradation is manifested by the formation ofb-CoAl phase
depleted zones at the outer and the coating/substrate interface. The
extent of degradation of coatings varied with the number of thermal
cycles and the exposure temperature.

Aluminide and Pt-Al Coatings. Degradation of microstruc-
ture of aluminide and Pt-Al coatings after exposure to 400 and
1000 thermal cycles at 1950°F (1065°C) is illustrated in Figs. 4
and 5. In both coatings,b-NiAl phase is partly transformed intog9.
The g9 phase was identified based on nickel and aluminum con-
tents, as determined by EDS. Aluminum content in theg9 phase
ranged from 8 wt.% to 10 wt.%. In both aluminide and Pt-Al, the
b to g9 transformation was greater for the specimen exposed to
1000 cycles than for the one exposed to 400 cycles. Volume
fraction of b phase in aluminide and Pt-Al coatings as a function
of the number of thermal cycles is presented in Fig. 6. Little or no
transformation was noted in the first two hundred cycles in both
coatings. As the number of cycles increased, the amount ofb

Fig. 5 b-phase variation in the Pt-Al coating after exposure at 1950°F
(1065°C) for ( a) 400 cycles and ( b) 1000 cycles

Fig. 6 Volume fraction of b in the aluminide and Pt-Al coatings as
function of thermal cycles at 1950°F (1065°C)

Fig. 7 Microstructure of aluminide and Pt-Al coatings after 1600 cycles
at 1750°F (954°C)
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phase decreased in both coatings. After 1000 cycles, theb phase
content in the aluminide and Pt-Al coatings was reduced to 20
percent and 80 percent, respectively. For a given number of
thermal cycles, theb to g9 transformation was more severe for the
aluminide coating than for Pt-Al. Sinceb phase acts as a reservoir
for aluminum, cyclic oxidation life of a coating is directly related
to the amount ofb phase present in the coating and thickness of the
coating. Hence, these results show that the aluminide coating
exhibits less cyclic oxidation resistance than Pt-Al. The Pt-Al
would be capable of providing oxidation protection for several
thermal cycles at this temperature.

Microstructure of aluminide and Pt-Al coatings after 1600 ther-
mal cycles at 1750°F (954°C) is shown in Fig. 7. Consistent with
the weight change results presented in the previous section, both
aluminide and Pt-Al coatings have shown little or no evidence of
degradation.

CoCrAlY Coating. Thermal exposure at 1950°F (1065°C)
resulted in formation ofb phase depleted zones at the outer surface
of the coating and at the coating/substrate interface (Fig. 8). In
addition, the width of the interdiffusion zone below the coating
also increased due to inward diffusion of aluminum into the
substrate during thermal exposure. The width of theb phase
depleted zones increased with increasing number of cycles, and the
b phase particles coarsened. As the number of cycles increased
from 400 to 600, the volume fraction of theb phase decreased
from 48.5 percent to 39.0 percent.

Similar coating degradation results were observed in the spec-

imens exposed to 1850°F (1010°C) and 1750°F (954°C). How-
ever, the depleted zone widths were significantly smaller in these
specimens.

Discussion
It is well known that both diffusion (aluminide and Pt-Al) and

overlay (CoCrAlY) type coatings protect the substrate blade alloy
against oxidation and corrosion by forming a protective-surface
oxide layer. Theb-NiAl or CoAl phase in these coatings acts as a
reservoir, which provides aluminum for the formation of the pro-
tective oxide layer. As the protective oxide spalls during thermal
cycling, aluminum in the coating diffuses outward to re-form the
oxide layer at the surface. Aluminum also diffuses into the sub-
strate alloy due to the composition gradient between the coating
and the substrate. As a result, the coatings degrade due to inward
and outward diffusion of aluminum present in the coatings. Inward
and outward diffusion of aluminum leads to transformation of the
b-NiAl phase intog9 or g phase in aluminide and Pt-Al coatings.
The extent of transformation, however, depends on the test tem-
perature and number of thermal cycles. The higher the test tem-
perature and/or the larger the number of thermal cycles accelerates
transformation.

The present test results show that theb-phase in both aluminide
and Pt-Al coatings was partly transformed intog9 as a result of
thermal exposure. No evidence ofg phase was noted in the coating
microstructure of the test specimens. However, Cheruvu and Le-
verant (1998) have reported that theb phase in the over-
aluminized layer transformed intog, containing 3 wt.% aluminum,
in a service run GT291 coated GTD-111 blade after 25,834 hours
of operation. A comparison of present results with the in-service
degradation results suggests that long term tests will result in loss
of aluminum in theg9 phase, which will lead to transformation of
g9 into g in these coatings. This suggests that even if theb phase
completely transforms intog9, the latter phase will act as a reser-
voir for aluminum and will provide aluminum to reform the
protective oxide layer.

CoCrAlY coatings also degrade due to inward and outward
diffusion of elements. The diffusion of elements, in particular
aluminum, results in dissolution ofb phase particles at the outer
surface of the coating and the coating/substrate interface, leading
to the formation ofb phase depleted zones in the coating (Daleo
and Boone, 1997 and Srinivasan et al., 1995). As a result of
exposure, nickel in the substrate also diffuses into the CoCrAlY
coating. In addition to aluminum, cobalt and chromium in the
coating also diffuse into the substrate. The outward diffusion of
nickel from the base metal into the coating and inward diffusion of
aluminum, cobalt, and chromium from the coating into the sub-
strate results in coarsening of platelet precipitates in the interdif-
fusion zone and an increase in the width of this zone. Since
diffusion is a thermally activated process, the widths of the de-
pleted zones in the coating and the interdiffusion zone below the
coating depend on the exposure temperature and time. The change
in the width of the depleted zones and the interdiffusion zone are
used to estimate operating temperature of service run blades (Srini-
vasan et al., 1995; Cheruvu and Leverant, 1998).

Though the weight change results showed an excessive weight
loss after exposure to 600 thermal cycles at 1950°F (1065°C), only
a small fraction of the original coating had degraded. The coating
contained 39 percentb phase after exposure, suggesting that the
cyclic oxidation life of the coating was not exhausted. The coating
would be capable of surviving for many more thermal cycles at
this temperature. For ranking coatings, consideration of weight
change results, alone, may lead to an erroneous conclusion since
these results are independent of coating thickness variations. Both
weight change and post test metallurgical evaluation results need
to be considered for ranking coatings. A more accurate indicator of
a coating’s condition for its residual life estimation is either the
aluminum content or the volume fraction of theb-phase. The

Fig. 8 Influence of exposure to thermal cycles at 1950°F (1065°C) on the
width of b depleted and interdiffusion zones in the CoCrAlY coating after
(a) 400 cycles and ( b) 1000 cycles
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volume fraction of this phase is a better measure of the coating’s
ability to re-form a protective oxide layer.

Conclusions
The following conclusions can be drawn from the results of this

investigation:

● Loss of aluminum due to spallation and reformation of a
protective-surface oxide layer during the cyclic oxidation
testing led to transformation ofb phase intog9 in both the
aluminide and Pt-Al coatings. The extent of transformation
was temperature and cycle dependent.

● The b to g9 transformation was more severe for the alumi-
nide than for the Pt-Al coating, suggesting that former coat-
ing was less resistant to oxidation.

● Degradation of CoCrAlY coating due to exposure to thermal
cycles was evidenced by formation ofb-phase depleted
zones at the outer surface and at the coating/substrate inter-
face, and by enlargement of the interdiffusion zone.

● The volume fraction of theb-phase in the coating decreased
with an increasing number of thermal cycles and/or exposure
temperature.

● Though weight change results showed an excessive weight
loss after 600 thermal exposure cycles at 1950°F (1065°C),
a significant portion of the CoCrAlY coating, containing 39
percentb phase, was in good condition, suggesting that the
coating can survive a larger number of cycles.

● Weight change results alone should not be considered for
ranking the coatings since these results are not a good
measure of the coating’s ability to re-form a protective oxide
layer.
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Dimensional Instability Studies
in Machining of Inconel 718
Nickel Based Superalloy as
Applied to Aerogas Turbine
Components
Inconel 718 alloy is used extensively in aerogas turbines and this alloy is most difficult to
machine and highly prone to dimensional instability after machining. Such detrimental
phenomenon poses an enormous problem in engine assembly and affects structural
integrity. This paper highlights the systematic research work undertaken to study the
plastic deformation characteristics of Inconel 718, and the effect of process variables on
machined surface, subsurface, and dimensional instability. Also illustrated is the tech-
nique developed for simultaneous optimization of several process variables such as
cutting speed, feed, depth of cut, rake angle, and tool nose radius to control the residual
stresses and dimensional instability within the acceptable tolerance band of the compo-
nent. Prediction equations were developed for residual stress, dimensional instability, tool
life, surface finish, and material removal rate. Predicted data were validated experimen-
tally. This paper also presents the qualitative and quantitative data on dimensional
instability with specific case studies of jet engine components, and it clearly illustrates the
approach followed to develop a technique to control such detrimental effect.

1 Introduction
The dimensional instability phenomenon is basically a change in

dimension with respect to time without doing any further work on
it. Two probable causes for dimensional instability have been
identified. They are residual stresses and metallurgical alterations
introduced by the machining processes. The primary and second-
ary machining process leads to surface layer changes such as a
series of metallurgical changes, plastic deformation, and residual
stresses, etc., which effect the surface integrity and results in
dimensional instability of the finished part. The magnitude of the
residual stresses and metallurgical alterations introduced during
the machining process depends on the machinability parameters
like speed, feed, depth of cut, cutting tool material and geometry,
cutting fluid, etc. Normal practice in industry is to carry out the
thermal stress relieving process to reduce the effect of residual
stresses on dimensional instability at the machining stage.

The thermal stress relieving process is not supposed to change
the properties or hardness of material, but, unfortunately, there is
no stress reliving cycle for Inconel 718 alloy other than following
with the solutionizing process, which changes the properties and
hardness. Also, only a limited aging process is permitted on this
material to avoid alloy degradation. This metallurgical restriction
compels to control the residual stress by controlling the machin-
ability parameters, which are the influencing factors for the intro-
duction of residual stress. Therefore, dimensional instability could
be controlled by understanding the metallurgy of Inconel 718,
plastic deformation characteristics of Inconel 718, effect of process

variables on machined surface and subsurface, and finally by
controlling machinability parameters. Two aspects of the studies
related to dimensional instability have been presented here. First is
the plastic deformation characteristics of Inconel 718 and the
effect of process variables on machined surface and dimensional
instability; the second one is simultaneous optimization of various
process parameters to control the dimensional instability.

A few studies on dimensional instability have been reported in
the literature. Marschall and Maringer [1] have reported the vari-
ous aspects of dimensional instability. According to them the
major causes for a dimensional instability are the residual stress
effects and metallurgical alteration. Israeli and Bendeck [2] have
reported the instability parameters for machined parts. They also
emphasized the effect of residual stress distribution on dimen-
sional instability. They defined the specific instability potential as
a parameter for specifying process operations. Komanduri et al. [3]
reported that highly localized shear stress/strain and temperature in
machining of Inconel 718 alloy produces the shear instability.
Whereas Marschall [4] and Meyerson et al. [5] have studied the
general effect of micro-structural changes on dimensional insta-
bility. Although they have not made any specific study on Inconel
718 alloys, they have emphasized the various mechanisms by
which material may undergo dimensional changes as a result of
internal changes at the micro-structural level. A few more re-
searchers [6–7] have also reported the dimensional instability
effect due to residual stress during the machining on conventional
steel, but not on Inconel 718 superalloys. Subhas et al. [8] reported
dimensional instability phenomenon on titanium alloys, but not on
Inconel 718. The studies conducted by Subhas [9] on other nickel
based superalloys like Nimonie-90 and Inconel 901 reveal no
appreciable dimensional instability phenomenon. The literature
review indicates that no systematic comprehensive studies have
been reported on dimensional instability phenomenon of Inconel
718 alloy. The present work is therefore planned to study the
plastic deformation characteristics of Inconel 718, and the effect of
process variables on machined surface and dimensional instability
in machined jet engine components.
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The second part of the study is related to optimization of
machinability parameters to control the dimensional instability.
Most of the studies reported on optimization of machinability
parameters, are limited to speed, feed, and depth of cut by varying
one parameter at a time with optimization criteria of maximum
production rate and minimum cost. They generally followed Tay-
lor’s tool life equation for optimization. These methods do not
consider the inter-related effect of machinability parameters, and
are likely to be error-prone. Jose, et al. [10] and others [11–14]
used the statistical method for the design of the experiment and
optimization. This method considerably reduces the number of
experiments and statistically accurate. Wu [11] applied response
surface methodology for optimization of tool life. He fitted first
and second-order equations and tested for adequacy, where as
Albuelenga et al. [12] developed mathematical models represent-
ing metal cutting operations. Similarly, Shin et al. [13] presented
a model for optimization of machining conditions. Optimization
problem formulated by them is multi-variable nonlinear program-
ming, where as Prasad et al. [14] used a combination of geometric
and linear programming techniques. No data are reported to the
knowledge of the authors on simultaneous optimization of all
machining process parameters along with response functions, es-
pecially with criteria of minimum-residual stress and dimensional
instability for application to aerogas turbine components. Although
Harrington [15] and Derringer et al. [16] presented an approach of
desirability function and simultaneous optimization for rubber
industry application, such an approach is not followed for machin-
ing parameter optimization. Therefore, a simultaneous optimiza-
tion technique is developed in this study to generate qualitative and
quantitative data on optimum machinability parameters with cri-
teria of least residual stress and dimensional instability as applied
to aerogas turbine components.

2 Validation of Dimensional Instability Phenomenon
Although dimensional instability was experienced extensively

on jet engine components (e.g., compressor disc shown in Fig. 1),
for a better understanding and to validate the existence of dimen-
sional instability problem, experimental studies were carried out

by machining the ring-shaped specimen made of Inconel 718 alloy
in a fully heat-treated condition.

Similar test specimens were machined out of titanium (Ti-6Al-
4V) alloy and mild steel at identical machining conditions of
Inconel 718 specimen, dimensional changes were measured with
respect to time up to 220 hours after machining, the test results are
presented in graphical form in Fig. 2.

Traditionally, titanium alloys are more prone to dimensional
instability due to low modulus of elasticity, where, as the experi-
mental values show, Inconel 718 is more prone to dimensional
instability than titanium alloy, but this phenomenon was not no-
ticed in other nickel based alloys. This experiment validates the
existence of dimensional instability effect in Inconel 718.

3 Investigation on Plastic Deformation Characteristics
The literature review clearly indicates that further investigations

are required—on deformation characteristics of Inconel 718—
particularly to correlate the metal cutting variables, chip morphol-
ogy, and their effect on structural phase transformation, residual
stress, and dimensional instability. Therefore, experimental studies
were carried out to investigate the following aspects of plastic
deformation characteristics:

1 effect of machinability parameters on chip morphology
2 effect of cutting variables such as length of shear plane, tool

geometry, etc. on pattern of residual stress
3 effect of direct machinability parameters on plastic defor-

mation and resulting residual stresses

3.1 Experimental Setup and Procedure. The experimental
procedure involved in the present work is two-fold. Machining
experiments and a hole-drilling strain gauge experiment for deter-
mining the residual stresses.

3.1.1 Machining Experiment.Machining experiments are
carried out to study the effect of machinability parameters on
plastic deformation characteristics. The ring-shaped type Inconel
718 specimen machined toID 55 mm andOD 76 mm, stress
relieved, and aged to hardness 44 HRC was selected for the

Nomenc la tu re

a 5 rake angle, deg.
d 5 depth of cut, mm
di 5 desirability of response variable

DIMI 5 dimensional instability,mm
f 5 feed, mm/rev

ID 5 inner diameter, mm
MRR 5 metal removal rate, mm3/min

OD 5 outer diameter, mm
r 5 tool nose radius, mm

Ra 5 surface roughness,mm
s c 5 circumferential residual stress,

MPa
s l 5 longitudinal residual stress, MPa
T 5 tool life, min

v 5 cutting speed, m/min
y 5 variable representing response

variables
yc 5 central value of response variable

Subscripts

max 5 indicating maximum value
min 5 indicating minimum value

Fig. 1 Dimensional instability in IV stage compressor disc Fig. 2 Dimensional instability of Inconel 718, titanium alloy and mild
steel

56 / Vol. 122, JANUARY 2000 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



machining experiment. The machining experiments were carried
out on horizontal lathe. The specimen was held in mandrel to avoid
clamping pressure. Kennametal-brazed-type carbide tools of K-68
grade ground to suitable tool geometry are used in machining
experiments. The cutting fluid used is soluble oil (1:20). For every
set of cutting parameters, chips were collected. Optical micro-
graphs of the machined surface and the longitudinal midsection of
the chips were taken. The dimensions of the specimen were mea-
sured on OD at a predetermined distance on the Mauser three-
dimensional co-ordinate measuring machine. The dimensional in-
stability is determined by taking measurements immediately after
machining and after 200 hours or more. Tool flank wear and
contact length at chip-tool interface are measured using a tool
maker’s microscope. A portable perthometer is used to measure
the surface finish. Cutting forces were measured using Kistler 3
component tool force dynamometer.

3.1.2 Hole Drilling Strain Gauge Experiment.The experi-
ment is carried out as per ASTM standard test method E 837 [17].
A special three-element strain gauge rosette (Measurement Group
type A06-062RE-120) is installed on the machined surface of the
test piece at the point where residual stresses are to be determined.
The three gauge grids are wired and connected to a static strain
indicator P-3000 thorough a switch and balance unit SB-10 of
Measurement Group Inc., USA. A precision milling guide model
RS-200 is attached to the test part and accurately centered over the
drilling target on the rosette. After zero-balancing the gage cir-
cuits, a small shallow hole is drilled through the center of the
rosette using a carbide cutter run by a high-speed air turbine unit.
Relaxed strains are read for each predetermined incremental depth.
The experimental setup and the close-up view of the gauge in-
stalled on the specimen are shown in Fig. 3 and Fig. 4.

3.2 Results and Discussion. Optical microscopic examina-
tion of the longitudinal midsection of chips produced at various
speeds ranging from 10 m/min to 38 m/min show that there is a
considerable deformation twinning. In Fig. 5 twinning can be seen
in the deformed regions of Inconel 718 chips. Figure 6 also shows
that even on the machined surface deformation twinning is noticed.
This kind of deformation twinning is not generally the prevalent
mode in machining other conventional steels and high temperature
alloys [3]. Komanduri et al. [3] also observed similar phenomenon
in Inconel 718 machined at a cutting speed of 100 m/min and
titanium alloy machined up to 260 m/min. Their comparative
studies of shear instability in machining of Inconel 718 and Ti-
6Al-4V alloy show that the role of limited slip in the case of
Ti-6Al-4V alloy can be considered to that of precipitates in Inconel
718. The higher resistance to deformation of Inconel 718 probably

balances the slightly poor thermal properties of Ti-6Al-4V alloy.
An h.c.p. structure titanium alloy provides limited slip and a f.c.c.
structure material strengthened by precipitation phase (b.c.t.), such
as Inconel 718, resist deformation up to high temperature. The
experimental results show that shear localized chips formed with
Inconel 718 were similar to the chips generated with titanium
Ti-6Al-4V alloy [3].

The analysis of experimental results confirms that the primary
deformation process of Inconel 718 is similar to titanium alloy;
therefore, Inconel 718 also behaves in a similar way to titanium
alloys in dimensional instability. However, the experimental re-
sults presented in Fig. 1 show that the magnitude of dimensional
instability is more in Inconel 718 than titanium. This may be
attributed to the presence ofg0 phase in Inconel 718, whereas a
similar phenomenon was not noticed in other nickel based super-
alloys like Nimonic-90, Inconel-901 which are not precipitate
strengthened with the presence ofg0 phase. This is very interesting
observation resulted from this experimental investigation and anal-
ysis.

The analysis of experimental results related to studies on the
influence of machinability parameters on plastic deformation
mechanism resulting in residual stresses gives very interesting
findings. Figure 7 shows experimental results on the effect of rake
angle on residual stresses. The negative rake angle increases the
residual stress, and the positive rake angle decreases the residual
stress. These observed phenomena are logically correct because as
the rake angle increases, shear angle increases, shear plane length
decreases, cutting force decreases, and shear stress and strain
decreases. Thus, the residual stresses decrease. These observations
are further strengthened from experimental results presented in
Fig. 8. The experiential results shown in Fig. 9 indicate that as the
chip tool contact length decreases, the cutting forces decrease, that
is, reduction in chip tool contact length reduces the plastic strains
and the residual stresses. Figure 10 and Fig. 11 show the residual
stress distribution for two different sets of cutting parameters. It is
shown that the greater the distance from the machined surface, the
lesser the amount of plastic deformation that occurs. Thus, the

Fig. 4 Test specimen with strain gauge rosette mounted on it

Fig. 5 Optical micrograph of longitudinal mid section of the chip (Mag-
nification: 500 3)

Fig. 6 Optical micrograph of machined specimen (Magnification: 500 3)

Fig. 3 Experimental set up for hole drilling method of residual stress
measurement

Fig. 7 Effect of rake angle on residual stress distribution ( v 5 13 m/min,
f 5 0.04 mm/rev, d 5 0.5 mm)
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lesser are the residual stresses. It is also clear that residual stresses
in the cutting direction are more tensile than that in the longitudi-
nal direction. This is qualitatively in agreement with results re-
ported in [18].

Figure 12 shows the effect of feed on residual stress distribu-
tions. At the lower feeds, the surface residual stresses are com-
pressive, but at the higher feeds they are tensile. The results
obtained are consistent with that reported in [18]. The effect of
depth of cut on the residual stress distribution is shown in Fig. 13.
As the depth of cut increases, the volume of material being
removed increases, which requires higher cutting energy to be
expended. Therefore, the surface residual stresses increased with
the depth of cut. The residual stress magnitude is the highest in
Fig. 10. The cutting parameters used in this case is such that the
combined effect of negative rake angle, higher feed rate, and depth
of cut introduced a larger magnitude of stresses of mechanical
origin. In addition, this higher cutting speed introduces stresses of
thermal origin due to higher temperatures at the cutting region.
This is responsible for the higher magnitude of surface residual
stresses.

These investigations on plastic deformation aspects of Inconel
718 alloy clearly indicate that direct machinability parameters
significantly influence the magnitude of residual stresses and re-
sidual stresses are primarily responsible for the dimensional
changes. Hence, by optimization of machinability parameters,
dimensional instability could be controlled. Therefore, a new
methodology for optimization of machining process has been
developed.

4 Optimization of Machining Process Parameters
This part of the study is related to the development of process

parameter optimization technique to control the dimensional
changes within the acceptable limits. An attempt is made to es-
tablish the appropriate technique to arrest this dimensional insta-
bility and to validate the established techniques experimentally.

4.1 Methodology. The steps involved in the proposed
method are as follows:

1 selection of machining process variables
2 design of statistical experiment
3 determination of predicting equation for the response functions

such as residual stresses, tool life, surface finish and dimen-
sional instability using response surface methodology and ad-
equacy tests for the predicted equations

4 computation of machinability parameters such as cutting
speed, feed, depth of cut, rake angle and tool nose radius by
iterative search method for optimum combination of the re-
sponses using desirability function approach.

4.2 Selection of Process Variables.Most of the critical gas
turbine components are axisymmetric in geometry; therefore, the
turning process is used in this research work. The turning process
variables such as speed, feed, depth of cut, rake angle, tool nose
radius, side cutting edge angle, cutting tool material, and cutting
fluids have varying degrees of influence on the residual stress. Of
these, side cutting edge angle does not have significant influence.
Already optimized data are available on the selection of cutting
fluid as soluble oil (1:20) and cutting tool material as micro grain
carbide for machining of nickel based superalloys [9]. Hence,
these data are chosen form literature. In view of this, only five
process variables-cutting speed, feed, depth of cut, nose radius and
rake angle were chosen for optimization. The maximum and min-
imum levels were selected taking into account the recommended
range of practical machining conditions used in finish machining
of Inconel 718 as shown in Table 1.

4.3 Statistical Design of Experiment. The present investi-
gation involves the study of the influence of speed, feed, depth of
cut, rake angle, and tool nose radius on response properties namely
residual stress, tool life, surface finish, dimensional instability, and
material removal rate. Here the influence of process variables on
response properties were assumed to be linear, and, hence, it was
sufficient to study each variable at two levels only. The main effect
of five factors were studied using half factorial design involving
only sixteen experiments.

Fig. 9 Cutting Force and Frictional force versus Contact length

Fig. 10 Residual stress distribution ( v 5 32 m/min, f 5 0.13 mm/rev, d 5
1.0 mm, a 5 26 deg)

Fig. 11 Residual stress distribution ( v 5 13 m/min, f 5 0.13 mm/rev, d 5
1.0 mm, a 5 16 deg)

Fig. 12 Effect of feed on residual stress distribution ( v 5 13 m/min, d 5
0.5 mm, a 5 6 deg)

Fig. 13 Effect of depth of cut on residual stress distribution ( v 5 14
m/min, f 5 0.04 mm/rev, a 5 6 deg)

Fig. 8 Residual stresses in cutting direction versus shear plane length
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Experimental Procedure.The experimental procedure fol-
lowed is same as that followed for the plastic deformation exper-
iment given in the earlier paragraphs. Experimental data generated
are given in Table 2. The trial numbers 17 to 20 are used for
checking the adequacy of the predicted equations.

4.4 Prediction Equation for Process Responses.The ef-
fect of five independent machining parameters during turning
operation on residual stress, tool life, dimensional instability, sur-
face finish, and material removal rate were established by multiple
regression analysis. The equation fitted is a first order with linear
functional relationship. The two levels of independent variables
are coded for convenience into21 (low) and11 (high) by the
transforming equations. Typical transforming equations for the
variables are of the following form:

2v 2 ~vmax 1 vmin!

~vmax 2 vmin!
(1)

2~ln v 2 ln vmax!

~ln vmax 2 ln vmin!
1 1. (2)

The transforming Eq. (1) is used for the independent variables
when the prediction equations are required in polynomial form,
and Eq. (2) is used when the prediction equations are required in
exponential form. Similar transformation equations are used for
other variables. These transformations were carried out by using a
computer program and the following prediction equations were
derived:

sc 5 230.121 4.94v 1 1477.34f

1 76.23d 2 10.55a 1 2.714r (3)

s l 5 2.241 0.31v 1 1055f 1 6.988d

2 0.86a 1 0.676r (4)

T 5 9.95v 20.488f 20.353d20.053r 20.069~a 1 7! 0.022 (5)

DIMI 5 27.891 1.24v 1 370.06f

1 19.25d 2 2.63a 1 0.858r (6)

Ra 5 4.157v 20.569f 1.52d0.355r 0.113~a 1 7! 0.082. (7)

The following standard formula is used for material removal
rate:

MRR 5 1000.v.f.d. (8)

Validity of Prediction Equations. These equations are valid
when v, f, d, a, and r are within the minimum and maximum
levels employed in the experiment as shown in Table 1. These
equations were checked for adequacy by analysis of variance. The
usual method is to find the ratio of lock of fit mean square to pure
error mean square and compare this ratio with F-static. The pure
error mean square is estimated from the repeated tests carried out
at the midpoint of the machinability range chosen for this study.
The tests were repeated four times (trial no. 17–20 in Table 2). The
fitted equations are found to be adequate since no significance is
observed at 99 percent confidence level.

4.5 Simultaneous Optimization. The technique of simulta-
neous optimization of several variables proposed by Derringer and
Suich [16] for applications in rubber processing industry is ex-
tended for optimizing machining response variables such as di-
mensional instability, residual stress, surface finish, tool life, and
material removal rate and derived corresponding independent vari-
ables such asv, f, d, a, and r for experimental validation and
ready applications. In simultaneous optimization, the predicteds c,
s l , T, Ra, MRR and DIMI are transformed into respective desir-
ability functions. The individual desirabilities are then combined
using the geometric mean to assess the desirability of the com-
bined response. One-sided transformations of the form (9) fors c,
s l , T, Ra, MRR and two-sided transformation of the form (10) for
DIMI are used for obtaining the corresponding desirability func-
tions.

di 5
F y 2 ymax

ymin 2 ymax
G , ymin , y , ymax

0 y $ ymax

1 y # ymin

(9)

di 5

F y 2 ymin

yc 2 ymin
G , ymin # y # yc

F y 2 ymax

yc 2 ymax
G , yc # y # ymax

0 y , ymin, y . ymax

(10)

Table 1 Recommended range of practical machining conditions

Table 2 Experimental data

Table 3 Constraints on response variables

Table 4 Optimized parameters
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4.6 Optimization Criteria. Generally, the tolerance band of
modern jet engine components is classified into the following four
groups:

Group I: 5–10 microns range
Group II: 10–20 microns range
Group III: 20–30 microns range
Group IV: 30–40 microns range

There are only a very few components that call for the tolerance
group of 5–10 microns, achieved either by jig boring or girding
operations. Since the present study is limited to turning operation,
only the Group II to Group IV tolerance range is considered for
optimization. Simultaneous optimization is done for these three
groups. These tolerance groups decide the maximum and mini-
mum acceptable constraints on the dimensional instability. The
midpoint of this range is taken as the central value for the dimen-
sional instability where its desirability becomes unity. The maxi-
mum and minimum acceptable constraints on residual stress, tool
life, and surface finish are selected based on the practical experi-
ence, and are given in Table 3. Minimum and maximum con-
straints on MRR are based on the minimum values ofv, f, d, and
limiting power of the lathe. Within the given tolerance group,
individual desirability’s are computed for different combinations
of input machining parametersv, f, d, a, andr by varying them
in discrete steps. Finally maximum composite desirability is
searched by numerical comparison. A computer program is written
in C-language to print the optimum values ofs c, s l , T, Ra, MRR,
and DIMI as soon as the maximum composite desirability is
reached. The optimum parameters are listed in Table 4.

4.7 Experimental Validation of Optimum Parameters.
To validate these derived optimum machinability parameters for
the actual applications on critical components for the acceptable
tolerance range of 10 to 20 microns, tests were conducted on
ring-shaped specimen by following the same procedure that fol-
lowed for generating initial experimental data. Measured response
variables were compared with predicted. The inspection data are
listed in Table 5. The inspection report clearly shows that the
dimensional changes are well within the predicted limit. Repeated
tests were conducted with same parameters and measured values
scatter within 5 percent. This experiment validates that predicted
optimum machinability parameters are most reliable. Similar val-
idations have been done for other tolerance groups.

4.8 Validation of Optimum Parameters on Actual Compo-
nents of Jet Engine. The predicted optimum parameters for the
tolerance range of 10 to 20 microns were validated for practical
application on compressor disc. By using these optimizedv, f, d,
a, and r the 400 (10.02, 0.00) mm locating diameter was ma-
chined. Immediately after machining dimensions were checked, it
was found to be 400 (10.010, 0.00) mm. After 360 hours, the same
dimension was 400 (10.015, 0.00), which is within the acceptable
tolerance band. Figure 14 and Fig. 15 show the effect of nonop-
timized and optimized parameters on dimensional changes. The
results prove the validity of this optimization technique and the
parameters for the practical applications.

5 Conclusion
The following conclusions emerged form the present study:

1 Investigations on plastic deformation characteristics of Inconel
718 concludes that shear localized chips of Inconel 718 very
similar with titanium Ti-6Al-4V alloy. Deformation twinning
is noticed in Inconel 718 and titanium alloy. Inconel 718 also
behaves similar way of titanium alloy in dimensional instabil-
ity and magnitude is much higher than titanium alloys where as
similar phenomenon is not noticed in other nickel based alloys.

2 The effect of machinability parameters on plastic deformation
and resulting residual stresses was studied. A negative rake
angle increases and a positive rake angle decreases the residual
stresses.

3 As the chip tool contact length increases, cutting force and
frictional forces increase; therefore, the controlled chip-tool
contact length reduces residual stresses compared to natural
chip tool contact length.

4 The empirical relationships for prediction of surface residual
stresses, dimensional instability, surface finish, and tool life in
machining by Inconel 718 superalloy have been established.

5 The cutting speed, feed, depth of cut, rake angle, and nose
radius significantly influence the residual stresses, dimensional
instability, surface finish and tool life.

6 The optimum machinability parameters (v, f, d, a, andr ) have
been established by simultaneous optimization of six response
variables (s c, s l , T, Ra, MRR, and DIMI) using desirability
function approach. The optimized results are verified with
experimental results and it is found adequate.

Table 5 Dimensional instability measurements

Fig. 14 Effect of non-optimized parameters on dimensional instability

Fig. 15 Effect of optimized parameters on dimensional instability
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7 Optimized machinability parameters for turning operations to
control the dimensional instability on critical aerogas turbine
engine components within the tolerance range of 10 to 20, 10
to 30, and 30 to 50 microns are established for shop floor
applications.
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Isothermal Fatigue Behavior
and Damage Modeling of a
High Temperature Woven PMC
This study focuses on the fully reversed fatigue behavior exhibited by a carbon fiber/
polyimide resin woven laminate at room and elevated temperatures. Nondestructive video
edge view microscopy and destructive sectioning techniques were used to study the
microscopic damage mechanisms that evolved. The elastic stiffness was monitored and
recorded throughout the fatigue life of the coupon. In addition, residual compressive
strength tests were conducted on fatigue coupons with various degrees of damage as
quantified by stiffness reduction. Experimental results indicated that the monotonic tensile
properties were only minimally influenced by temperature, while the monotonic compres-
sive and fully reversed fatigue properties displayed greater reductions due to the elevated
temperature. The stiffness degradation, as a function of cycles, consisted of three stages;
a short-lived high degradation period, a constant degradation rate segment covering the
majority of the life, and a final stage demonstrating an increasing rate of degradation up
to failure. Concerning the residual compressive strength tests at room and elevated
temperatures, the elevated temperature coupons appeared much more sensitive to dam-
age. At elevated temperatures, coupons experienced a much larger loss in compressive
strength when compared to room temperature coupons with equivalent damage. The
fatigue damage accumulation law proposed for the model incorporates a scalar repre-
sentation for damage, but admits a multiaxial, anisotropic evolutionary law. The model
predicts the current damage (as quantified by residual stiffness) and remnant life of a
composite that has undergone a known load at temperature. The damage/life model is
dependent on the applied multiaxial stress state as well as temperature. Comparisons
between the model and data showed good predictive capabilities concerning stiffness
degradation and cycles to failure.

Introduction
Current objectives of the aeronautics community call for ad-

vanced aircraft that produce greater payload delivery and increased
fuel efficiency. Of vital importance in the development of the
propulsion systems for these aircraft is the utilization of cost
effective advanced materials. Bowles et al. (1996) pointed out that
one of the prevailing philosophies driving these programs is the
utilization of lightweight polymer matrix composites (PMCs) in
selected sections of newer engines where elevated temperatures
prevail. These materials will serve both as load bearing and non-
load bearing components. Anticipated service environments in-
clude temperature regimes that reach and maintain levels of 300°C
(572°F) or more. These future requirements impose service tem-
peratures approaching the glass transition temperature (TG) of the
resin. Whether the anticipated service requirements are stringent
(e.g., aerospace) or mundane (where commercial success is driving
technology) a data base of pertinent engineering properties must be
developed. Therefore, one of the objectives of this study is to add
to the existing property data base by providing information relative
to fatigue and damage accumulation. This data has been obtained
under conditions approaching the service conditions found in
turbine engines.

With the increasing utilization of PMCs in structural compo-
nents the need to predict service life under both static and cyclic
loads becomes important. However, to predict life the design

engineer must be able to detect the accumulated damage that
occurs in a structural component under various service conditions.
Once a dependable methodology has been established to detect
damage, the design engineer must also be able to ascertain the
effect damage has on engineering properties. This essentially leads
to establishing a damage criterion. The damage criterion dictates
when to remove a component from service.

In the past, successful fatigue life models for conventional
materials would incorporate a relationship between microstructural
damage (i.e., the defect state) and the mechanical properties of the
materials. Similar models based on high quality fatigue data must
be established for PMCs. Models that predict the rate of damage
accumulation for PMCs would enable a design engineer to predict
when a component should be removed from service. However, in
order to construct a useful fatigue life model for PMC laminates
constructed from either tapes, weaves or both, an extensive data
base must be developed. While information relative to non-woven
laminated PMCs has been added to the data base for a number of
years, little effort has been invested augmenting the data base for
woven PMCs. This study expands the data base of information
regarding the fatigue life of a cross-woven PMC. The macroscopic
and microscopic behavior of the material was documented at room
and elevated temperatures under a fully reversed cyclic load. To
accomplish this, advanced experimental techniques were devel-
oped and employed for the uniaxial tests. Finally, an isothermal,
multiaxial fatigue life model was proposed that captures the re-
duction of stiffness under cyclic load for the aforementioned (0/90)
weave. It should be noted that the primary objective of this study
was to develop and establish a comprehensive fatigue model for
PMCs that correlates well with experimental fatigue data. For a
more detailed explanation concerning this research and its results,
the reader is advised to see Gyekenyesi (1998).
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Material, Test Equipment, and Test Procedure
The high temperature PMC employed in this study carries the

designation T650-35/PMR15. This material is a carbon fiber/
polyimide composite with a two dimensional fiber architecture. An
8-harness satin balanced (0/90) cross-weave was utilized in fabri-
cating each ply. Plate specimens were supplied in two different
thicknesses, i.e., plates with a 10-ply thickness, and plates with 16
plies through the thickness. A glass transition temperature of
335°C (635°F) was obtained through a rheological analysis which
was later verified by thermal mechanical analysis (TMA). The
average fiber volume fraction of 0.64 was established through
procedures set forth in ASTM Standard D 3171.

Two dog-bone specimen configurations were designed for this
study. The first dog-bone configuration, identified as coupon A,
was utilized in the monotonic tensile tests. The other dog-bone
specimen, identified as coupon B, was utilized in monotonic com-
pression tests and in fully reversed fatigue tests. The dimensions of
the coupons are provided in Fig. 1 and Table 1. Finally, to assure
the quality and reproducibility of the coupon B design, the stan-
dardized Wyoming Modified Celanese (WMC) test fixture was
employed to provide benchmark data concerning the monotonic
compressive strength.

The test rig utilized for this program is a closed-loop, servohy-
draulic system with a load capacity of 88.96 kN (20 kip). Speci-
mens were gripped with hydraulic actuated, water cooled, diamond
pattern serrated, wedge grips. Longitudinal strain measurements
were obtained using an edge mounted, air cooled extensometer
with a 1.27 cm (0.5 in) gage length. The monotonic and fatigue
experiments were conducted under computer control. Specimens
were heated utilizing six high intensity tungsten-filament quartz
bulbs (500 watts/bulb).

The isothermal monotonic and fatigue experiments were con-
ducted at two temperatures, i.e., 22°C (72°F) or room temperature
(RT), and 316°C (600°F) which will be referred to as elevated
temperature (ET). The ET was approximately 19°C (35°F) below
the dry glass transition temperature,TG. The monotonic tensile
tests were conducted in load control using test coupon A and a load
rate of 20.7 MPa/s (3 ksi/s). Displacement control was utilized for
the monotonically increasing compression tests. Here test coupon

B was employed with a displacement rate of20.00254 cm/s
(20.001 in./s). Finally, to validate the monotonic compressive
behavior of the coupon B design, the WMC fixture was employed
at room temperature. Again, displacement control was utilized at a
rate of 20.00254 cm/s (20.001 in./s). Throughout this study,
failure was defined as complete separation of a coupon into two
pieces. The isothermal fatigue experiments were conducted at
multiple levels of maximum stress. However, the stress ratio for all
fatigue experiments was maintained atRs 5 21.0 (smin/smax). A
cyclic load frequency of 2 Hz was employed with a triangular load
wave form. All the fatigue specimens were subjected to constant
load limits and constant load rates, i.e., load control.

Certain monotonic tests and certain fatigue tests were inter-
rupted in order to ascertain information concerning microstructural
damage, degraded moduli and residual strength. Selected mono-
tonic tensile and compressive tests were interrupted to obtain
sections for microstructural analysis. The destructive examination
experiments were stopped at approximately 55 percent and 90
percent of the ultimate tensile and compressive strengths. In ad-
dition, selected fatigue tests were interrupted to acquire informa-
tion regarding the relative state of the microstructure as well as
obtaining values for the residual compressive strength. The tests
were interrupted based on the degradation of the tensile and
compressive moduli. The predetermined levels of moduli degra-
dations were approximately 1, 5, and 10 percent stiffness loss. For
each predetermined interruption point two coupons were obtained.
One coupon was selected for destructive examinations while the
other was used to obtain the residual compressive strength. Finally,
the coupon edges’ were monitored by live video to assess real time
damage during testing.

Experimental Results
Elevated temperature had a statistically insignificant effect on

composite tensile properties because the tensile behavior of the
material was fiber dominated. While the behavior of the polyimide
resin is significantly altered at ET, the carbon fibers are generally
unaffected at the test temperatures in this study. The average
ultimate tensile strength within61 standard deviation at 22°C
(72°F) based on 11 specimens was 8556 17.0 MPa (1246 2.46
ksi). The average ultimate tensile strength within61 standard
deviation at 316°C (600°F) utilizing 7 specimens was 8316 14.3
MPa (1216 2.07 ksi). The average tensile failure strain within61
standard deviation at 22°C (72°F) was 1.156 0.0408 percent. The
average tensile failure strain within61 standard deviation at
316°C (600°F) was 1.176 0.0441 percent. In addition, the lon-
gitudinal moduli decreased approximately 2.3 percent due to the
ET. At both temperatures the stress-strain curves were relatively
linear to failure.

A schematic identifying the various damage mechanisms for
this composite material is depicted in Fig. 2. During RT tensile

Fig. 1 Schematic of specimen geometry

Table 1 Dimensions for flat, reduced gage section specimens

Fig. 2 Illustration of microscopic damage in a (0/90) weave: edge view
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tests, transverse cracks were initiated at approximately 379 MPa
(55 ksi), and these cracks continued to accumulate up to failure.
Figure 3 illustrates an edge view of accumulated damage charac-
terized by destructive examination of an interrupted tensile test at
758 MPa (110 ksi). At RT the transverse cracks appeared to be
uniformly distributed through the width and the thickness. Warp
bundle debonds and interlaminar delaminations were next in the
sequence of damage events at RT. These events occurred at an
approximate tensile stress value of 827 MPa (120 ksi). Debonds
and delaminations were initiated near the intersection of the face
and edge of the test specimen (i.e., the corner of the coupon).
Stress concentrations in this region (a result of the Poisson’s ratio
mismatch between the bundles and resin) were the probable cause
of the debonds. Although the debonds and delaminations appeared
to occur simultaneously, bundle debonds probably occurred first.
These debonds then branched to the resin rich interlaminar area
which induced delaminations. Failure occurred shortly thereafter
when isolated debonded warp bundles fractured causing the spec-
imen to break into two pieces.

A slightly different pattern of microscopic damage was ob-
served for the 316°C (600°F) tensile tests. Warp bundle debonds
occurred simultaneously with transverse cracks along the edge of
the coupon. These events were first detected via the edge view
camera at approximately 414 MPa (60 ksi). Both mechanisms
continued to accumulate up to failure. However, in contrast to RT
tensile tests there was a relatively low density of transverse cracks
which was most likely the result of increased ductility of the resin
at ET. Relatively few transverse cracks were detected in the
sectioned views taken from specimens at an interrupted stress level
of 758 MPa (110 ksi), and none at all were detected at the lower
interrupted stress level of 379 MPa (55 ksi). When observed, the
transverse cracks were homogeneously distributed through the
gage section. Again, tensile failure occurred when the isolated
debonded warp bundles failed with increasing stress.

Elevated temperature had a more pronounced effect on the
compressive properties of the composite. The average ultimate
compressive strength within61 standard deviation at 22°C (72°F)
based on 4 specimens was2675 6 5.21 MPa (297.8 6 0.756
ksi). The average ultimate compressive strength at 316°C (600°F)
utilizing 4 specimens was26296 26.4 MPa (291.26 3.82 ksi).
Thus, the average ultimate strength was reduced by 6.7 percent as
a result of the ET. At 22°C (72°F) the compressive failure strain
within 61 standard deviation was21.12 6 0.0457 percent. At
316°C (600°F) the compressive failure strain was21.046 0.0465
percent. Thus, ET caused a 7.1 percent decrease in failure strain.
The preceding statistical comparisons were based on a 95 percent
confidence level using thet-test method. As was the case for the
tensile behavior, the stress-strain curves for the monotonic com-
pression tests at RT and ET were relatively linear to failure. Note

that strain gage data (gages applied to both faces) verified that
macroscopic buckling did not occur in the unsupported specimens.

As noted earlier, coupon B was used for the compression tests
that generated the information presented above. To validate that
coupon B produced acceptable compressive strength data, six
monotonic compressive tests were conducted at room temperature
utilizing the Wyoming Modified Celanese Fixture. The average
ultimate strength obtained using this fixture was2668 MPa
(296.8 ksi) with a standard deviation of646.5 MPa (66.78 ksi).
Test results from the Celanese fixture showed acceptable agree-
ment with the coupon B room temperature test results provided
above (i.e., a statistically insignificant difference concerning the
mean compressive strengths). This is a strong indication that the
data obtained using the coupon B specimen geometry was repro-
ducible.

At both room and elevated temperatures, neither the destructive
microscopy nor the edge view monitoring indicated any signs of
microstructural damage prior to failure for monotonic compressive
loading. By viewing the edges of the specimens during the com-
pressive tests, it was observed that the failures were instantaneous
at both RT and ET. At both temperatures failure was likely the
result of the simultaneous occurrence of massive bundle debonds
and bundle buckling. The debonds were caused by the Poisson’s
induced out of plane tensile strain.

A graphical summary of the fatigue life data is presented in Fig.
4. As a reference, the monotonic tensile and absolute monotonic
compressive data appear in this figure along the vertical axis. The
maximum cyclic stress levels which ranged from 241 MPa (35 ksi)
to 483 MPa (70 ksi) produced lives ranging from 101 to over 106

cycles to failure. The ET data showed a significant reduction in
cycles to failure when compared to RT data tested at the same
maximum stress level. For example, at the applied maximum stress
of 345 MPa (50 ksi), the specimens exposed to RT had an average
life 70 times greater than specimens exposed to ET (i.e., 24,314
versus 353 cycles to failure,Nf). As a final note, all the specimens
failed during compressive regime of the fully reversed cycle at
both temperatures.

Figure 5 depicts room temperature data for compressive stiff-
ness (normalized with respect to the initial stiffness) versus accu-
mulated cycles (normalized with respect to cycles to failure,Nf)
for three specimens at a single maximum cyclic stress level of 379
MPa (55 ksi). Specimen identifications and respective cycles to
failure are indicated in the figure. From this data, it is easily seen
that normalized moduli as a function of normalized accumulated
cycles is consistent from specimen to specimen, at a given tem-
perature and stress level. Note that the specimens in Fig. 5 display
three stages of degradation. The first damage stage occurred during
the initial 1 percent of life (see Fig. 7 for close-up view of stage I).
This was followed by a linear second stage (constant degradation

Fig. 3 Microscopic edge view of transverse cracks in a typical RT
tensile specimen after loading to 758 MPa (110 ksi)

Fig. 4 Stress based isothermal fatigue life for T650-35/PMR15 (0/90)
weave
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rate) which constituted the majority of life. As failure approached,
a dramatic increase in the damage rate occurred. This increased
rate of damage was reflected in the sudden loss of moduli prior to
failure. Similar degradation rates were observed for both tensile
and compressive moduli. This indicated an equivalent sensitivity
of stiffness to the various microscopic damage mechanisms in
either load direction. Here, the discussion focuses on the compres-
sive modulus because failure always occurred during the compres-
sive segment of the cycle. Figure 6 displays the normalized stiff-
ness data for three specimens at 316°C (600°F) with an applied
maximum cyclic stress of 310 MPa (45 ksi). Modulus degradation
behavior similar to RT data was seen at each of the maximum
applied cyclic stress levels at this temperature. Again, Stage II
dominated the life of the coupons. However, the slope of the linear
segments were relatively shallow in comparison to the room tem-
perature data. Also, note in Fig. 6 that a slight increase was
observed in some specimens during the early segments of life.
Both the occasional early increase and the relatively shallow Stage
II were likely influenced by an increase in resin stiffness due to
cross-linking of the resin molecules at ET. The reader is directed
to Bowles et al. (1996) for further discussions on this issue.

Figure 7 shows a typical comparison between the RT and ET
compressive moduli (normalized with respect to the initial stiff-
ness) for an equivalent maximum cyclic stress level. Notice that
the normalized moduli degrade at the same rate, but the coupon
tested at 316°C (600°F) failed much earlier than the coupon tested

at room temperature. This artifact is incorporated into the analyt-
ical model.

Figure 8 depicts the average Stage II room temperature modulus
degradation behavior at three stress levels as a function of accu-
mulated cycles. Seen is the fact that the rate of modulus degrada-
tion is heavily dependent on the applied stress level. The multiple
curves were obtained by fitting a first order linear regression curve
to the Stage II data obtained from three specimens tested at a
particular maximum stress level. For example, atsmax 5 379 MPa
(55 ksi) a regression curve was obtained from the Stage II data
appearing in Fig. 5. The average accumulated cycles were calcu-
lated by multiplying each specimen’s normalized life by the aver-
age life of the three. It is clear from Fig. 8 that the rate of
degradation of the normalized stiffness as a function of accumu-
lated cycles is dependent on the applied maximum cyclic stress at
RT.

At 1 percent stiffness loss, the damage in the RT fatigue cou-
pons consisted of a few transverse cracks. No other forms of
damage were apparent at this point in the fatigue life of the RT
composite. The transverse cracks had a homogeneous distribution
throughout the thickness and width. At 5 percent stiffness loss, the
transverse cracks increased in density. Also, there were indications
of bundle debonds at the roots of the transverse cracks. At 10
percent stiffness reduction, the bundle debonds propagated and
coalesced into interlaminar delaminations. The debonds were con-
centrated along the face and edge of the coupons and expanded

Fig. 5 Normalized compressive modulus degradation behavior for mul-
tiple specimens at 22°C (72°F): smax 5 379 MPa (55 ksi)

Fig. 6 Normalized compressive modulus degradation behavior for mul-
tiple specimens at 316°C (600°F): smax 5 310 MPa (45 ksi)

Fig. 7 Comparison of normalized compressive modulus degradation
behavior between RT and ET at an equivalent stress

Fig. 8 Normalized compressive modulus at various maximum stresses
for RT condition. Each line is an average of three specimens.
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through the thickness. The transverse crack density did not in-
crease after 5 percent stiffness loss. Because the count did not
increase, it is likely that a saturation level was achieved. In-situ
monitoring of the specimen edge indicated that delaminations
grew ply by ply through the thickness until final failure occurred.
Final fracture, which occurred during compression, was the result
of massive debonds, bundle buckling and delaminations in the
intact interior plies of the RT coupons.

At 316°C (600°F), no microscopic damage was observed in any
of the sectioned views taken at a 1 percent stiffness reduction.
However, the in-situ edge view showed initial bundle debonds and
breaks occurred along the edge and face. The bundle debonds
occurred within the first few cycles and progressed until failure.
The damage level (i.e., the 1 percent decrease in the normalized
stiffness) was maintained until a sufficient number of transverse
cracks accumulated. The transverse cracks penetrated approxi-
mately one or two bundle widths from the edge. Interlaminar
delaminations first appeared in the edge view when the composite
reached a 4 percent stiffness reduction. The final damage mecha-
nisms, initiated at 5 percent stiffness reduction, were interply
delaminations. At this point an increased rate of bundle fractures
were occurring due to buckling of the isolated bundles. All of these
mechanisms initiated along the edge and face and then proceeded
to propagate towards the midplane of the laminate (see Gyek-
enyesi, 1998, for discussion on edge effects). This indicated the
start of Stage III (i.e., the drastic increase in degradation rate)
behavior of the modulus curve. Failure occurred when the out-of-
plane strain in the remaining intact plies caused massive debond-
ing, delaminations, and bundle buckles.

Figure 9 shows the normalized residual compressive strength as
a function of the normalized compressive modulus. Indicated in
the figure is the fact that even a small amount of damage caused a
significant reduction in strength at elevated temperature. For ex-
ample, the damage which induced a 1 percent loss in stiffness
caused a 25 percent reduction in residual compressive strength. For
the RT case, a relatively large amount of damage, on the order of
a 10 percent stiffness degradation, was required to reduce the
residual strength by 25 percent. As a final note, the residual
strength curve of Fig. 9 suggests a three stage pattern similar to
that of the modulus degradation curves. However, there is insuf-
ficient data to make a conclusive statement. Future work that
includes more residual compressive strength data is needed to
make appropriate conclusions.

Damage Model and Life Prediction
The two macroscopic properties most often utilized as a mea-

sure of damage for PMCs are residual strength and residual mod-

ulus. The primary advantage of residual modulus over residual
strength is the ability to readily follow modulus degradation via
interrupted fatigue tests. For obvious reasons the residual strength
can only be measured once during the fatigue life of a specimen.
Wang and Chim (1983), Poursartip et al. (1982), Liu (1992), Ye
(1989) as well as Lemaitre and Chaboche (1990) have focused on
elastic moduli as a pertinent measure of the damage state. Pour-
sartip et al. (1982) pointed out that elastic moduli are particularly
attractive because as a fourth order tensor, elastic moduli offer the
possibility of distinguishing and monitoring different components
of damage. Yet, representing damage with a fourth order tensor
has drawbacks as a result of its experimental complexities. Be-
cause of these limitations, the fatigue damage accumulation law
proposed here incorporates a scalar representation for damage, but
admits an anisotropic evolutionary law. The model predicts the
current damage state (as quantified by current stiffness) and rem-
nant life of a composite that has undergone a known cyclic load at
temperature. The damage/life model is dependent on the applied
multiaxial stress state. The model is also a function of the applied
maximum fatigue stresses, the applied mean stresses, and temper-
ature. The model is characterized using the uniaxial life and
stiffness degradation data of the woven PMC employed in this
study.

The measurement of damage is not directly accessible. Its quan-
titative evaluation, as with many properties, is linked to the defi-
nition of the variable chosen to represent the phenomenon. The
inferred relationship is based on a link between deformation and
damage, i.e., to the modification of the mechanical properties
characterized. Here damage is defined as

D 5 1 2
E

Eo
, (1)

whereEo is the initial longitudinal stiffness andE is the current
longitudinal stiffness. Thus, if the initial Young’s modulusEo is
known, any measurement of the residual elastic stiffness can be
used to determine the damage.

To describe the evolution of damage, a power law relationship
is employed in a fashion similar to work by Wang and Chim
(1983), Hwang and Han (1989) as well as Ye (1989). The evolu-
tionary laws in those studies were developed for the case of
uniaxially applied stresses with fixedR-ratios. Here, the general
form of the evolutionary law is expressed as a power function in
terms ofF which is a function that accounts for multiaxial cyclic
stress states. The evolutionary law is also a function of the current
state of damage. The functionF is dependent on the maximum
cyclic stress and the cyclic mean stress. The damage rate is
expressed as

dD

dN
5 A

F C

B~D 1 Do! B21 , (2)

whereDo is the initial damage state andA, B, andC are material
constants. The functional dependence ofF is stipulated as the
difference between a functionF (defined momentarily) evaluated
at two different stress states, i.e.,

F 5 @F~S*max, s*U ! 2 F~S*mean, s*U !# 1/2. (3)

The vectorsS*max and S*mean have components dependent on the
maximum cyclic stresses (s Lmax, sTmax, andt LTmax) and cyclic mean
stresses (s Lmean, sTmean, and t LTmean), respectively. Note that the
components are referenced to the localL-T axis (i.e., longitudinal
and transverse axis of the material). The vectors*U is composed of
ultimate strengthss LU, sTU, sZU andt LTU.

The functionF is a measure of the intensity of the applied
multiaxial stress state with respect to the ultimate static failure
envelope of the anisotropic composite. The ultimate strength val-
ues are defined by monotonic tests. The functionF in Eq. (3)
defines the monotonic failure surface for a two dimensional lam-
ina. In essence,F utilizes the monotonic failure function to obtain

Fig. 9 Residual compressive strength behavior as a function of damage
(i.e., current compressive modulus)

66 / Vol. 122, JANUARY 2000 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



a scalar representation of the applied multiaxial cyclic stress, i.e.,
the stress environment. Therefore, as the applied multiaxial fatigue
stress state moves closer to the monotonic failure surface it results
in an increase in the rate of damage accumulation. Although there
are many monotonic failure functions, this study employs a deriv-
ative of the Hill failure theory for anisotropic materials under plane
stress because of its acceptance and wide use. Utilizing Hill’s
definition for multiaxial failure, the functionF is defined as

F 5 S sL

sLU
D 2

1 S sT

sTU
D 2

2 S 1

s LU
2 1

1

s TU
2 2

1

s ZU
2 DsLsT 1 S tLT

tLTU
D 2

. (4)

The Hill theory stipulates that for a plane stress environment the
monotonic failure initiates whenF 5 1. Note that when the
applied normal stresses are compressive, ultimate compressive
strengths are used in Eq. (4).

Damage evolution can be obtained by integrating Eq. (2) and by
assuming thatD 5 Do when N 5 0. Therefore, damage as a
function of fatigue cycles is

D 5 @AF CN 1 ~2Do! B# 1/B 2 Do . (5)

Modeling of property degradation is achieved by combining Eqs.
(1) and (5).

At the end of the fatigue life of a specimen, whereN 5 Nf , the
damage parameter reaches a critical value defined as

D 5 Do 1 Dcritical. (6)

Combining Eqs. (5) and (6) and solving for the number of cycles
(Nf) associated withD critical, the life model is expressed as follows:

Nf 5
~Dcritical 1 2Do! B 2 ~2Do! B

AF C . (7)

The stiffness degradation curves presented earlier indicate that
the damage accumulation as a function maximum cyclic stress
involved three stages. Since the second stage (linear portion) of the
damage accumulation curves accounted for the majority of fatigue
life for this PMC, it was reasonable to model damage for this stage.
The following observations obtained from the fatigue data were
used to simplify the characterization process. First, since the
degradations were linear (i.e., constant rates regardless of the
current level of damage as a result of only modeling Stage II), Eq.
(2) was assumed to be dependent only on the cyclic stress state,F.
Thus, the current level of damage was not altering the rate of
damage accumulation. To eliminate the dependence on the current
level of damage, the constantB was taken equal to 1 in Eq. (2).
Second, Fig. 7 indicates that the modulus degradation rates were
independent of temperature. Therefore, the room temperature and
elevated temperature results were pooled for the characterization
of the damage rate constantsA, B, andC in Eq. (2). The damage
rate for an individual specimen was calculated by fitting a linear
regression curve to the stage II segment of the compressive mod-
ulus degradation curve. The log of the damage rates for each
individual coupon (both room temperature and elevated tempera-
ture) were plotted as a function of the log of the multiaxial cyclic
stress stateF. The constantA represents the inverse log of the
intercept and the constantC represents the slope of the line. From
the regression analysis, the model constants for the current mate-
rial system were

A 5 0.1257

B 5 1.000

and

C 5 10.436. (8)

Note that the cyclic mean stress term is 0 for this particular study
sinceRs 5 21. Therefore,F is simply the ratio of the applied
maximum stress normalized by the RT monotonic tensile strength.

The fatigue life data (but not the damage rates) showed a
significant decrease in cycles to failure as a result of the elevated
temperature. This temperature dependence was a result of the
material’s lower tolerance to damage at elevated temperature.
Although the specimens damage accumulation rates at a given
maximum cyclic stress were approximately the same at either
22°C (72°F) or 316°C (600°F), the elevated temperature coupons
failed at a much lower critical damage state. The critical damage
values were defined as the lowest stiffness value on the stage II
portion of the modulus degradation curves as indicated in Fig. 5. A
linear relationship was obtained forD critical after plotting D critical

versusF. The following equation describing the critical damage
was defined for the current material

Dcritical 5 P~T! 1 Q z F. (9)

Based on the data, the constants are calculated as

P 5 ~26.5103 1024! z T 1 0.5776

Q 5 28.8773 1021 (10)

for metric units (°C), and

P 5 ~23.6253 1024! z T 1 0.5894

Q 5 28.8773 1021 (11)

for English units (°F). With the damage evolutionary law and
D critical defined, the focus is now turned to a comparison with
experimental data. Note that it is assumed that the initial damage,
Do, is very small with respect to the damage which is induced
during fatigue cycling. Thus,Do is equated to 0. As a result,Eo is
equal to the initial modulus at the test temperature prior to cyclic
fatigue.

In addition to the data at 22°C (72°F) and 316°C (600°F), three
coupons were tested at the intermediate temperature of 204°C
(400°F) to further substantiate the predictive capabilities of the
model. Figure 4 shows the theoretical results in comparison to the
experimental data. Recalling that the model characterization was
achieved using 22°C (72°F) and 316°C (600°F) data, the theoret-
ical values at those temperatures show good agreement with the
data as expected. The model also shows good agreement with the
204°C (400°F) cyclic fatigue data.

A comparison between the predicted compressive stiffness and
the experimental data at 204°C (400°F) is displayed in Fig. 10.
Equation (7) was utilized to define the total number of cycles to
failure for the stiffness prediction at the respective stress and

Fig. 10 Model versus data comparison of normalized compressive mod-
ulus as a function of cycles at 204°C (400°F)
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temperature. As Fig. 10 depicts, the agreement was good concern-
ing both the slope of the line and cycles toD critical.

Conclusions
With respect to the experimental portion of this study, the

monotonic and fatigue behaviors of a carbon fiber/polyimide
weave (T650-35/PMR15) were studied at room and elevated tem-
peratures. This involved investigating the effects of temperature on
both the macroscopic and microscopic properties of the composite.
The results indicated minimal influence of temperature concerning
the monotonic tensile tests. This was expected due to the fiber
domination under such loading. Elevated temperature had a more
pronounced effect on the monotonic compression results. Finally,
the fully reversed fatigue data showed significant reductions in
cycles to failure as a result of temperature. The effect of temper-
ature on monotonic compression and fully reversed fatigue was
due to the increased role of the resin for a composite subjected to
such modes of loading. Note that the fatigue tests always failed in
compression.

The damage model quantitatively measures the degree of dam-
age by establishing a functional relationship between the residual
stiffness and the damage state of the laminate. The damage evo-
lution law employs a power law relationship to model the damage
rate as a function of the multiaxial cyclic stress environment and
the current level of damage. The critical damage, which defines the
level of damage at the time of failure, is dependent on the mul-
tiaxial cyclic stress environment and the temperature. Character-
ization of the model in respect to the T650-35/PMR15 (0/90)
weave was achieved by the utilization of the fully reversed uni-
axial fatigue life data and stiffness data. For the current material
system, the damage was found to have a constant degradation rate
dependent on the maximum cyclic stress. Because the stiffness
data showed the degradation rates to be independent of tempera-
ture, the room and elevated temperature data were pooled in the
characterization of the damage rate equation. However, the critical

damage state was dependent on the both the cyclic stress level and
temperature. Comparisons between the theoretical values andS-N
data indicated good agreement between the model and experiment
at 22°C (72°F) and 316°C (600°F). The predictive capabilities of
the model were further substantiated by comparing the model to
fully reversed fatigue data produced at an intermediate temperature
of 204°C (400°F). The agreement at this intermediate temperature
was good concerning both the modulus and cycles to failure.
Lastly, the data generated here represents uniaxial loading applied
at isothermal temperatures. Thus, a uniaxial formulation of the
fatigue life model proposed in this study was characterized. Future
work should encompass multiaxial testing and examine mean
stress effects in order to enhance the modeling effort presented
here.
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Mechanical Property Scatter
in CFCCs
The tensile response of continuous fibre reinforced ceramic matrix composites (CFCCs)
is not expected to show the large variation in strength properties commonly observed for
monolithic ceramics. Results of recent investigations on a number of two-dimensional
reinforced CFCCs have nevertheless revealed a considerable scatter in the initial elastic
modulus, in the first matrix cracking stress and in the failure stress. One school of thought
considers that the observed variability is caused by experimental factors. Elaborate
testing programmes have been set up to clarify the origins of this scatter by investigation
of the effects of control mode, loading rate, specimen shape, etc. Another school explains
the scatter by the presence of (axial) residual stresses in the fibres and in the matrix.
Although plausible, this hypothesis is difficult to verify because experimental determina-
tion of the residual stress state in CFCCs is not straightforward. In addition, with the
available methods it is impractical to determine the residual stresses in every test
specimen. This approach is indeed required for establishing the relationship between the
magnitude of the residual stresses and the experimentally observed scatter. At IAM a
method has been developed and validated which allows to quantify the axial residual
stress state in individual CFCC specimens by subjecting them to intermittent unloading-
reloading cycles. The method as well as the derived relationship between residual stress
state and scatter in mechanical response will be presented.

Introduction
Although they exhibit very attractive properties, monolithic

ceramics have not gained widespread application as structural
materials because of their brittleness and lack of reliability. This is
caused by the statistical distribution in strength, which in turn is
governed by the distribution of flaws within the material. The
introduction of a second phase with a known size decreases the
range of the inherently present flaw sizes, and is hence expected to
result in a narrower strength distribution and a higher reliability.
Although this expectation has been confirmed to some degree on
whisker and particulate reinforced CMCs, it has not been verified
to the same extent for continuous fibre reinforced ceramic matrix
composites (CFCCs). In the latter class of CMCs the introduction
of a continuous fibre reinforcement with a tailored interface with
the matrix has resulted in the appearance of a damage-tolerant
instead of a brittle behavior under tensile loading conditions. This
“tougher” behavior also renders the strength of CFCCs less size-
dependent. However, the mechanical response is still characterized
by a lot of scatter. As a support to the development of testing
standards for CFCCs elaborate testing programs have therefore
been set up to investigate whether the scatter in mechanical re-
sponse is caused by experimental factors or by intrinsic material
behavior (Piccola and Jenkins, 1995; Piccola et al., 1997). These
investigations have shown that for a well-defined and carefully
manufactured CFCC the scatter in strength obtained from tests
within a single lab is rather small. Also, there does not seem to be
a large influence of variations in the experimental procedures,
although the failure strength under displacement control is lower
than for load control (Piccola et al., 1997). It thus appears that the
observed variability can not solely be caused by testing-related
factors and that other causes also contribute to it.

For multi-directionally reinforced composites variations in vol-
ume fraction of the reinforcement and in porosity from specimen

to specimen are obvious origins for scatter, and they have indeed
been identified as such (Adami, 1992; Steen, 1995). However, an
additional variability factor specific to multi-directionally rein-
forced CFCCs is the presence of a macroscopic residual stress state
generated by the thermo-elastic mismatch between the fibres and
the matrix. Whereas the residual stresses in particulate or whisker
reinforced ceramics average out on the scale of the ceramic matrix
grains, and are hence not expected to affect the macroscopic
response to a large extent, this is not the case for CFCCs where
longer-range residual stresses prevail. This paper presents a ratio-
nalisation of the scatter observed under short-term tensile loading
of multidirectionally reinforced CFCCs in terms of the variations
in axial residual stress state between specimens.

Scatter in Tensile Response

Experimental Evidence of Scatter. Examples of tensile
stress versus strain curves for a satin weave two-dimensional
C(f)/SiC(m) composite at room temperature are shown in Fig. 1.
These tests have been performed on specimens taken from a single
batch under nominally identical experimental conditions. The re-
sults clearly exhibit a considerable amount of scatter in the tensile
response of this CFCC, both in terms of the overall shape of the
stress-strain curve, and in terms of the values of individual param-
eters such as matrix cracking and failure stress, and to a lesser
extent initial elastic modulus.

Effect of Volume Fraction of Reinforcement and Porosity.
Although reinforcement volume fraction and porosity level are not
independent, it is nevertheless possible to separately quantify their
effect on the scatter by considering the variation in different
parameters derived from the stress-strain curve. The volume frac-
tion of reinforcement as a source of scatter is particularly evident
from measurements of the tangent modulus immediately prior to
failure for so-called class II composites where full interfacial
debonding precedes failure (Evans et al., 1994). In this stage,
matrix cracking has saturated and any deformation increment is
solely borne by the fibres. The tangent modulus is henceEfVf ,
whereVf stands for the volume fraction of fibres oriented in the
direction of load application. The results obtained in an in-house
investigation on an Al2O3(f)/SiC(m) composite prepared by chem-
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ical vapour infiltration (CVI) are shown in Fig. 2 (Adami, 1992).
Since the fibre modulusEf only shows a small decrease over the
investigated temperature range (Lesniewski et al., 1990), the larger
part of the variation in the tangent modulusEfVf is caused by
variations in Vf. The effect of porosity, on the other hand, is
expected to show up primarily in the value of the initial elastic
modulusEc. For the same data set as used in Fig. 2, the initial
modulus value ranges from 95 to 220 GPa.

Based on the rule of mixtures the initial modulus for the inves-
tigated two-dimensional CFCC with a symmetrical plain weave
can be written as

Ec 5 2Ef Vf 1 Em~1 2 2Vf 2 Vp!, (1)

whereEm stands for the matrix modulus, andVp is the porosity.
Using this equation the porosity equalsVp 5 0.29 6 0.09 based
on literature values forEm (Aubard et al., 1994). Such total
porosity levels are too large to be physically realistic and cannot be
substantiated by density measurements. Therefore, this indicates
that other factor(s) contribute to the scatter inEc.

Validation of a New Experimental Method to Determine
Axial Residual Stresses in CFCCs

Experimental Determination of Fibre Axial Residual Stress
and Strain. The presence of long-range residual stress fields
arising from the thermo-elastic mismatch between the fibres (or
fibre bundles) and the matrix is another factor that can contribute
to the scatter in the tensile response of CFCCs. Particularly for
CVI-processed CFCCs these residual stresses are expected to vary
from specimen to specimen within the same batch in view of their
different infiltration conditions. The difficulty of invoking the
residual stress state as one of the factors causing scatter lies in the
fact that it is experimentally very difficult to quantify the residual
stress state in different specimens.

At IAM a method has been established to determine the average
axial residual stresses in the fibres and in the matrix of a CFCC
specimen by subjecting it to unload-reload cycles during testing.

The coordinates of the common intersection point of the average
regression lines to consecutive unload-reload cycles represent the
residual strain and stress (corrected for the volume fractionVf

oriented in the direction of load application) in the fibres (Steen,
submitted). A graphical example of this evaluation is given in Fig.
3. An advantage of this method is that it not only allows the
determination of the initial residual stresses before testing but also
to follow how they evolve with the accumulation of damage during
loading (Steen, 1997). To validate this method the axial residual
stresses deduced from the common intersection point will be
compared to results obtained by other experimental and analytical
means, as well as with literature data where available.

Direct Experimental Comparison. Neutron diffraction is a
suitable method for measuring average axial residual stresses in
CFCCs (Majumdar et al., 1991) because no localized stress fields
have to be measured. Hence, large volumes can be tested and the
results correspond to the average axial residual stresses in each
constituent. An Al2O3/SiC specimen from the earlier mentioned
batch has been tested using a powder diffractometer in the high
flux reactor at IAM (Youtsos et al., 1995). The results of the
diffraction analysis are shown in Table 1, where they can be
compared to the values of the intersection point strain. For the
diffraction results the error values correspond to the uncertainty in
the measurement performed on the single investigated specimen
whereas for the intersection stresses they represent the standard
deviation obtained from unloading-reloading cycles performed on
a number of specimens. The diffraction results confirm both the
sign and magnitude of the residual strains in the fibres and in the
matrix as inferred from the common intersection point of consec-
utive unload-reload cycles.

Direct Analytical Comparison: Inverse Tangent Modulus
Evaluation. The strain coordinate of the common intersection
point represents the average residual strain in the fibres, whereas
the stress coordinate is proportional to the average axial residual
fibre stress. This interpretation is also given by Vagaggini et al.,
1995, where the stress coordinate is called the negative misfit
stress and is equal to the negative axial residual stress in the
matrix, corrected by the factorEc/Em. The evaluation method
proposed there uses analytical formulations of the unloading and
reloading curves. The analysis can be performed on consecutive
unloading and on consecutive reloading curves, through the de-
pendence of the inverse tangent modulus on the applied stress

Fig. 1 Examples of tensile curves on satin weave C/SiC at room tem-
perature

Fig. 2 Evolution of EfVf and Ef with temperature

Fig. 3 Tensile curve with unloading-reloading cycles illustrating the
determination of the common intersection point (Al 2O3/SiC at room tem -
perature)

Table 1 Comparison of residual strains determined by neutron diffrac-
tion and from the intersection point (Al 2O3/SiC at room temperature)
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(Domergue et al., 1995; Domergue et al., 1996). The results of the
evaluation for individual room temperature tests on a satin and on
a plain weave C(f)/SiC(m) composite, as well as on the Al2O3/SiC
composite mentioned earlier are listed in Table 2. The standard
deviations correspond to variations in the intersection point stress
obtained from consecutive unloading or reloading curves within
the same test. As can be observed the intersection point stresses
obtained by both evaluation methods agree very well, indicating
the equivalence of both analyses.

Indirect Comparison with Literature Data. Literature data
on residual stresses in CFCC specimens are very scarce. Only a
limited number of fibre-matrix combinations have been covered
and the majority of the data refers to results obtained on micro-
composites which represent a considerable simplification of the
geometry compared to multidirectionally reinforced CFCCs. From
the results of these tests the axial residual stresses in the fibre and
the matrix are usually obtained by a finite element analysis. For
Al 2O3/SiC no literature data could be found, whereas those for
C/SiC model composites using the same fibres and a CVI-SiC
matrix as the two-dimensional composites investigated here are
summarised in Table 3.

The residual stresses for the model composites depend on their
fibre and matrix volume fractions. Hence, the results are not
directly comparable to the average residual stresses for the two-
dimensional CFCCs. However, using the value of the elastic
modulus quoted in the different papers, the residual strains in the
model composites can be determined, and are also listed. They
agree well with the average residual fibre strain determined from
the common intersection point for the satin weave composite,
whose reinforcement texture is most akin to that of the one-
dimensional configuration of the model composites. The higher
“constraint” of the transverse bundles in the plain weave C/SiC
explains the larger residual strains compared to the satin weave.

Axial Residual Stresses: An Additional Source of Vari-
ability

The variability in residual stress state manifests itself most
prominently in stress-related properties such as the matrix cracking
stress and the stress for first fibre failure. The former is derived
from the stress-strain curve by the deviation from the initial
modulus, whereas the latter from the stress above which unclosed
unload-reload loops appear (see Fig. 3). Table 4 summarises the
experimentally observed values for the intersection point stresses,
the matrix cracking stress, and the first fibre failure stress for the
investigated satin weave C/SiC composite. The important point to
observe is that the large scatter in the nominal values for the matrix

cracking and fibre failure stress is matched by a similar scatter in
the value of the intersection point stress. However, when the
nominal stresses are corrected for the residual stress, as indicated
by the intersection point stress, the scatter is considerably reduced.
Moreover, the “true” (i.e., corrected) stresses for fibre failure in
this satin weave C/SiC agree well with those obtained in a plain
weave C/SiC with the same fibres, whereas the nominal stresses
were totally different in the latter composite.

In addition to offering an explanation of the scatter in stresses
for matrix cracking and fibre failure, the variation in the axial
residual stress state from specimen to specimen also allows a
rationalisation of the scatter observed for the initial elastic modu-
lus. This is illustrated in Fig. 4 that shows the relation between the
initial elastic modulusEc and the intersection point strain, i.e., the
average axial residual strain in the fibres for all the composites
studied.

When the fibres are in axial residual tension and the matrix in
axial compression (Al2O3/SiC) the initial modulus decreases with
decreasing residual tensile fibre strain, or conversely with increas-
ing residual tensile strain in the matrix. The explanation is that
residual tensile stresses in the matrix promote the occurrence of
first matrix cracking and hence of interfacial debonding, which
results in a decrease of the initial modulus. Similarly, for C/SiC the
large residual tensile stresses in the matrix corresponding to large
residual compressive fibre strains have induced extensive matrix
cracking and associated interfacial debonding. This has occurred to
such an extent that the initial modulus does not seem to depend on
the level of the residual stresses.

The discussion so far has shown that the scatter in stress pa-
rameters and in initial elastic modulus can be explained to a large
extent by the variability of the axial residual stress state from
specimen to specimen. In addition, and not shown here, accounting
for the residual stresses also allows a rationalisation of the tem-
perature dependence of the tensile response (Steen, 1996). Because
the strength of both the fibres and of the CVI SiC matrix of the

Table 2 Comparison of axial residual stresses (MPa) in a single speci-
men derived from hysteresis loop analysis by two different methods

Table 3 Comparison of residual stresses and strains in different types
of C/SiC composites

Table 4 Nominal and “true” values of stress-related parameters

Fig. 4 Dependence of the initial elastic modulus on the residual fibre
strain
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investigated two-dimensional composites remains constant over a
large temperature range one expects that also the tensile response
of the CFCCs does not change with temperature, apart from the
effect of thermal residual stresses. Individual stress-strain curves
obtained at different temperatures can indeed be made to super-
impose when they are translated so that their respective common
intersection points coincide. This translation takes the sign and
magnitude of the axial residual stresses into account. The resulting
curve has been called the tensile “master curve” of the CFCC
(Steen, 1996). It does not depend on temperature and represents
the time-independent tensile response of the CFCC. The fact that
a unique curve is obtained confirms the deterministic nature of the
tensile properties of CFCCs, as inferred on a theoretical basis from
the reduction in the range of inherent flaw sizes.

Conclusions
The co-ordinates of the common intersection point of the re-

gression lines to consecutive unloading-reloading cycles represent
the axial residual stress state in the fibres. The residual strains and
stresses determined in this way agree well with results obtained by
other independent techniques. A major advantage of this method is
that it allows to monitor the change in the residual stresses and
strains with the progression of damage within the specimen.

The scatter observed in tensile tests on multidirectionally rein-
forced CFCCs is caused by the combined effects of variations in
volume fraction of the reinforcements, in porosity level, and in the
axial residual stress state. These scatter origins are not independent
from each other. Indeed, when applying the unloading-reloading
method to determine the residual stresses in individual specimens
the influence of variations in the fibre volume fraction and in the
porosity are automatically taken into account.

The scatter in axial residual stress state from specimen to
specimen can explain the observed variation in tensile response, in
particular the matrix cracking stress, first fibre failure stress and
initial elastic modulus. The lack of scatter in the “true” tensile
behavior (i.e., taking into account the presence of axial residual
stresses) indicates that the time-independent behavior of the in-
vestigated CFCCs is deterministic.

Acknowledgment
This work is performed under the Research and Development

Programme of the EC. The authors thank SEP for providing the
CFCC test specimens.

References
Adami, J. N., 1992, “Comportement en Fluage Uniaxial sous Vide d’un Composite
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On the Performance of Hybrid
Foil-Magnetic Bearings
Recent technological advancements make hybridization of the magnetic and foil bearings
both possible and extremely attractive. Operation of the foil/magnetic bearing takes
advantage of the strengths of each individual bearing while minimizing each others
weaknesses. In this paper one possible hybrid foil and magnetic bearing arrangement is
investigated and sample design and operating parameters are presented. One of the
weaknesses of the foil bearings, like any hydrodynamic bearing, is that contact between
the foil bearing and the shaft occurs at rest or at very low speeds and it has low load
carrying capacity at low speeds. For high speed applications, AMBs are, however,
vulnerable to rotor-bending or structural resonances that can easily saturate power
amplifiers and make the control system unstable. Since the foil bearing is advantageous
for high speed operation with a higher load carrying capacity, and the magnetic bearing
is so in low speed range, it is a natural evolution to combine them into a hybrid bearing
system thus utilizing the advantages of both. To take full advantage of the foil and
magnetic elements comprising a hybrid bearing, it is imperative that the static and
dynamic characteristics of each bearing be understood. This paper describes the devel-
opment of a new analysis technique that was used to evaluate the performance of a class
of gas-lubricated journal bearings. Unlike conventional approaches, the solution of the
governing hydrodynamic equations dealing with compressible fluid is coupled with the
structural resiliency of the bearing surfaces. The distribution of the fluid film thickness and
pressures, as well as the shear stresses in a finite-width journal bearing, are computed.
Using the Finite Element (FE) method, the membrane effect of an elastic top foil was
evaluated and included in the overall analytical procedure. Influence coefficients were
generated to address the elasticity effects of combined top foil and elastic foundation on
the hydrodynamics of journal bearings, and were used to expedite the numerical solution.
The overall program logic proved to be an efficient technique to deal with the complex
structural compliance of various foil bearings. Parametric analysis was conducted to
establish tabulated data for use in a hybrid foil/magnetic bearing design analysis. A load
sharing control algorithm between the foil and magnetic elements is also discussed.

Introduction
Advanced high speed rotating machinery designs are subjecting

bearings to ever more severe mechanical and thermal environ-
ments, while in many instances also placing demands on the
cleanliness of process gases. These conditions are requiring that
new and innovative oil-free bearing systems be developed. Com-
pliant foil bearings (CFBs) and active magnetic bearings (AMBs)
are two technologies that have been investigated and fielded to
meet these needs. For example, CFBs are suitable for a wide range
of rotating machinery with operating speeds exceeding 100,000
rpm, such as cryogenic turboexpanders, air cycle machines, oil-
free compressors and turbochargers. While CFBs appear quite
simple, the simplicity does not necessarily imply ease of design.
As a matter of fact, a thorough detailed systems oriented effort is
necessary to successfully design and apply a set of CFBs in any
advanced new application [1–8]. While CFBs have many advan-
tages, like any hydrodynamic bearing, the shaft remains in intimate
contact with the bearing smooth top foil when at rest or low
speeds. Thus, a rub resistant coating is required to prevent wear of
the journal and foil at low speeds during start-ups and shutdowns.
To make a long lasting bearing, both wear resistant coatings and
conformal CFBs must be provided by design. Furthermore, the
introduction of Coulomb damping into the bearing design is a

challenging issue that is crucial for rotor stability at high speeds.
Active magnetic bearings (AMBs), on the other hand, are well
suited for low speed operation because metal-to-metal contact is
avoided, dynamic balancing is possible, and both stiffness and
damping are electronically maneuverable. For high speed applica-
tions, AMBs are however vulnerable to rotor-bending or structural
resonances that can easily saturate power amplifiers and make the
control system unstable. This problem is mainly due to noncollo-
cation of sensors and actuators. Another AMB problem for high
speed applications is that reliable and long lasting backup bearings
are not available. Conventional rolling-element-type backup bear-
ings tend to produce skidding wear and last for only a few rotor
drops due to electric failures. Worse yet, violent backward-whirl
may occur and render a catastrophic system failure [9]. Since the
foil bearing is advantageous for high speed operation and the
magnetic bearing is so in low speed range, it is a natural evolution
to combine them into a hybrid bearing taking the advantages of
each. While there are many possible hybrid arrangements, this
paper investigates one possible hybrid arrangement where the CFB
and AMB are placed side by side. Figure 1 is a schematic repre-
sentation of the hybrid bearing control system. For some applica-
tions such as aircraft gas turbines, the hybrid bearing can offer the
following benefits:

1 For the same load capacity, the hybrid is potentially smaller
and lighter and consumes less power than a pure AMB. The
specific load capacity of foil bearings is more than 4000 Kg/Kg
[2] of bearing weight while AMBs are about 18 Kg/Kg of
bearing weight.

2 The rotor may be able to continue operating and subsequently
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be shut down if needed on the CFB alone in the event of an
electrical system failure.

3 The foil bearing coating wear problem can be eliminated
because the magnetic bearing supports the rotor loads at low
speeds. Rotor system stability and response to unbalance can
both be enhanced by the AMB through the use of electronically
generated damping and in-situ balancing.

4 The tuning of the magnetic bearing in the high frequency range
may be simplified because of the load sharing and Coulomb
damping made possible by the CFB.

Hybrid Foil-Magnetic Bearings
An important design issue involved in a hybrid foil-magnetic

bearing is the development of the control system to ensure proper
system operation and load sharing between the two bearings. Note
that a loaded AMB using a conventional PID control would
typically locate the journal almost concentric with the bearing
center. However, in a loaded foil bearing, as with any hydrody-
namic bearing, the journal position is offset from the bearing
center with some eccentricity and attitude angle. Thus to ensure
functionality of the hybrid bearing, the designer must understand
both the static and dynamic characteristics of both bearings. This
paper first describes the development of a new analytical technique

for evaluating the performance of CFBs. A load sharing control
algorithm for hybrid bearing system is also presented.

Foil Bearing Characteristics. Figure 2 schematically pre-
sents the fundamental configuration and nomenclature for self
acting hydrodynamic CFBs. One of the key features of the CFB is
that it possesses a two fold mechanism for imparting stiffness and
damping to a bearing. One mechanism is via the geometry and the
materials used for the structural support elements and the smooth
top foil, which the designer combines to provide a compliant
spring support [3, 8]. The other mechanism is hydrodynamic,
resulting from the gas film between the shaft and the smooth top
foil. In CFBs, the clearance geometry required to generate load-
carrying hydrodynamic films is provided by the elastic deflection
of the foils. As speed increases, the smooth top foil and corrugated
support foils are automatically forced radially outward, forming a
converging wedge. Thus the optimum shape for hydrodynamic
action is formed without having to use complex and expensive
machining. Furthermore, with appropriate design, the converging

Nomenc la tu re

A 5 area
Aij 5 foil bearing structural rigidity

C 5 radial clearance
Cg 5 gas constant
Cij 5 two-dimensional influence coeffi-

cient
CP 5 proportional gain coefficient
Ci 5 integral gain coefficient
CD 5 derivative gain coefficient
D 5 diameter of CFB bearing for jour-

nal
e 5 eccentricity coefficient
f 5 coefficient of friction

F 5 force
F̄ 5 FC/(pmvLR2), dimensionless

force
gij 5 bearing geometric function
Gp 5 displacement sensitivity, (V/mm)
Ga 5 power amplifier sensitivity, (A/V)

h 5 film thickness
h̄ 5 (h/C)

hN 5 nominal film thickness
K 5 spring coefficient, bearing stiffness
K̄ 5 (KC/PaR

2)

KB 5 structural stiffness of CFB
Km 5 magnetic stiffness
Ki 5 current stiffness, function of bias

current
L 5 width of bearing in thez direction

pa 5 ambient pressure
P 5 pressure, unit load (W/LD)
R 5 radius of bearing or journal
S 5 Laplace variable
t 5 time, foil thickness

T 5 bearing torque
W 5 load
W̄ 5 W/(PaR

2), Load parameter
x, y 5 rectangular coordinates

z 5 axial coordinate
a ij 5 backing spring compliance coeffi-

cient
b 5 angular extent of bearing pad,

(uE 2 uS)
j 5 normalized angular extent (u/b)
d 5 maximum surface deflection at

midplane of CFB
d ij 5 surface deflection

e 5 eccentricity ratio (e/C)

u 5 angular coordinate
R ij 5 influence factor
uS 5 start of bearing pad
uE 5 end of bearing pad
u0 5 angular position ofhmin

u1 5 start of hydrodynamic film
u2 5 end of hydrodynamic film

Ti , Td 5 time constant of integrator and
differentiator, (s)

m 5 lubricant viscosity
v 5 Poisson’s Ratio
f 5 attitude angle, (u0 2 p)

f L 5 load angle
v 5 angular velocity

v n 5 natural frequency of system
L 5 speed parameter

Subscripts

a 5 ambient
E 5 end

Min 5 minimum
Max 5 maximum

r 5 radial
S 5 start

Fig. 1 Schematic of hybrid foil magnetic bearing concept

Fig. 2 Foil bearing assembly and nomenclature
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effects become more pronounced as a function of speed, and load,
thereby increasing bearing load capacity.

Until very recently, the maximum load capacity of CFBs in air
at 20°C and 1 ATM, was on the order of .345 Mpa at a speed of
60,000 rpm. Tests recently performed by the first author have
demonstrated that CFBs can be designed with significantly in-
creased load capacity to .669 Mpa. It has been shown that self
acting CFBs have a steady-state load capacity proportional to
journal speed [1–3].

Through analytic studies it has also been shown that CFB direct
and cross-coupling stiffness are functions of applied load, speed,
bearing dimensions, and number of pads similar to hydrodynamic
bearings. However, unlike conventional hydrodynamic bearings,
the stiffness of the CFBs is dominated by the stiffness of the
structural elements and damping comes from the Coulomb friction
forces generated between the bearing structural support elements
and other interface regions resulting from their particular geometry
and assembly. In addition to interface geometry and support con-
figuration, damping is a strong function of the interacting materi-
als, static load, frequency and amplitude of motion [4, 5]. As with
all high speed rotor-bearing systems, damping is crucial for con-
trolling sub-synchronous whirl.

Relevant to the hybrid bearing control are the following foil
bearing parameters: loadW, attitude anglef, speed parameterL
and stiffness coefficientK. These nondimensional parameters, as a
function of journal eccentricity ratioe, can be computed using an
advanced computational technique. Given the journal speed, bear-
ing dimensions, etc., the computed CFB performance data can be
stored and applied to an on-line hybrid bearing control which will
be discussed later.

Compliant Foil Bearing Analysis
Hybrid foil/magnetic bearing simulation requires accurate pre-

diction of the foil bearing operating performance and stiffness
characteristics to ensure that the bearings complement one another
and produce the desired characteristics. In this section we are
therefore concerned with evaluating the performance of a gas foil
journal bearing using a compliant smooth top foil as the bearing
surface supported by a compliant backing spring (corrugated strip
foil). Figures 2 and 3 present the basic CFB and corrugated
backing strip configurations. The foil is anchored at its trailing
edge but is free at the leading end. The corrugated strip foil acts as
a backing spring and the top foil, when loaded, deflects, conform-
ing to the pressure profile. It must be stressed that in analyzing foil
bearings, static force displacements play an important role, since
the compliance of the bearing surface governs the operational
characteristics. Due to the compliance of the bearing surface, to
analyze foil journal bearings required the formation of a special-
ized nonlinear elasticity solution. A program has been developed
and forms the basis of a coupled elastohydrodynamic solution to
CFBs.

Theoretical Basis and Program Logic Flow Chart. Unlike
conventional approaches, the solution of the CFB governing hy-
drodynamic equations must deal with a compressible fluid that is
also coupled with a compliant bearing surface. The solution to the
structural compliance is provided in two stages as presented in the
flow diagram of Fig. 4.

In the first level elasticity solution formulation of the compliant
element (backing spring) stiffness matrices it is assumed that the
smooth foil (a) follows the global deflection of the backing springs,
and (b) will not follow the indentation between bumps of the
corrugated backing spring. It is also assumed that the deflection of
the top foil and backing springs in responding to the hydrodynamic
pressure is dependent on local effects only.

Based on past investigation of corrugated strip foils, Heshmat
[1, 2] and Walton and Heshmat [3], it is shown that the bumps near
the fixed end have a higher stiffness. In some cases the stiffness
near the fixed end can be two to three times higher than near the
free end. This phenomenon is related to the interacting forces that
exist between bumps in a corrugated foil strip. A detailed analysis
was developed to compute the stiffness, deflection, displacement
and reacting forces, including friction forces for each bump for
various geometries and load distributions [4, 5]. A sample solution
for a corrugated foil consists of ten bumps given in Table 1. The
compliance of an individual bump is represented in dimensionless
form

a# n 5 C/~Pa@wn /dn#!,

Fig. 3 Foil bump strip configuration and nomenclature

Fig. 4 Program flow chart including top foil influence

Table 1 Compliance as a function of number of bumps under uniform
load distribution
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wherea is the compliancy factor, subscriptn refers to the bump
number from the fixed end,w designates load at the bump per unit
transverse,d is respective bump deflection.

It is apparent from Table 1 that this nonuniform circumferential
stiffness distribution contributes greatly to the nonlinear stiffness
characteristics of foil bearings.

Numerical Prediction of Foil Bearing Performance. With
the nomenclature of compliant surface foil bearings (CFB) as
given in Fig. 2 and 3, the two-dimensional compressible Reynolds
equation can be written as

1

R2



u Fh3r
p

uG 1


z Fh3r
p

zG 5 6mv
rh

u
(1)

However, the density is related to the pressure by an equation of
state, generally of the form

p 5 Cgr
n, (2)

whereCg is a constant,n 5 1 for isothermal conditions, andn 5
g 5 Cp/Cv for adiabatic conditions. The usual situation with a gas
bearing is approximated by the isothermal case so it will be
assumed in further analysis thatp 5 rCg, and considering the
following nondimensional parameters:

Z# 5 ~Z/R!; p# 5 ~ p/pa!; h# 5 ~h/C!; L 5
6mv

pa
SR

CD
2

.

Normalizing the Reynolds Eq. (1), we obtain



u Fp# h# 3
p#

uG 1


z# Fp# h# 3
p#

z#G 1 L


u
~ p# h# !. (3)

Referring to Eq. (3), it should be noted that the film thickness
variationhij is due both to bearing initial geometry [gij ]

int (eccen-
tricity e and bearing initial surface shape) and to the deflection of
the compliant surface under imposed hydrodynamic pressure.
Since the latter is proportional to the local pressure, we have

hij 5 @gij #
int 1 @a ij #@pij 2 pa#. (4)

Considering the initial CFB configuration with a single cylindrical
top foil but disrupted atu 5 0 (Fig. 2) then

@gij #
int 5 C 1 e cos~u 2 f0!, (5a)

where normalizeda ij ,

a# ij 5
C

pa
(5b)

reflects the structural compliancy coefficient of the backing spring.
Consequently, the normalized film thickness is given by

h# i 5 ~hij /C! 5 1 1 e cos~u 2 f0!. (6)

Boundary Conditions. The construction of foil journal bear-
ings does not permit the generation of sub-ambient pressures.
Whenever diverging portions of the film tend to produce ambient
pressure in the fluid film, i.e., on the surface of the top foil, the
prevailing ambient pressure,Pa underneath the foil, along with
preloading, lifts the foil until the pressures on both sides of the foil
(including pressures from the springs) are equalized. This fact has
the following implications for the start and end of the hydrody-
namic film. When a relevant foil segment having a diverging film
thickness, either at the start or the end of the arc, the foil continues
to lift off, maintaining constant film thickness and constant ambi-
ent pressure.

In essence, this situation is similar to the trailing edge condition
in cavitating liquid-lubricated bearings. Here, as with cavitation,
the film ends at an unknown angular position,u2, (Fig. 2) which
from continuity requirements must fulfill both the zero pressure

and zero pressure gradient boundary conditions. Thus, the bound-
ary conditions for the solution of Eq. (3) are

at u 5 u is or u 5 u1, p# 5 1 (7a)

at u 5 u2$p# 5 1 (7b)

at u 5 u2H P#

u
5 0 (7c)

at Z# 5 6 S L

DDp# 5 1 (7d)

Method of Solution. The range of analytical parameters and
design variables involved in the present method of solution is
fairly wide. The overall program therefore involved a number of
computer codes, some of which had to be iterated on in order to
arrive at integrated results for the bearing system as shown in Fig.
4.

For the numerical solution of Eq. (3), the dependent variable
was represented by a finite number of points located at intersec-
tions of a grid mesh. By substituting Eq. (6) into Eq. (3) and with
the grid network, the Reynolds Eq. (3) was written in finite
difference form. The resultant form was linearized by the Newton–
Raphson method and represented in matrix notation and solved by
the column method (Heshmat et al., [7, 8]). The boundary condi-
tions given in Eq. 7 were satisfied by setting negative pressures to
1 during the backsweep in the column method.

The resultant pressure field [pij ] was then taken to the next level
of elasticity analysis, box no. 6, in Fig. 4, to include the effect of
the top foil in the CFB analysis. In this higher level of elasticity
analysis, the mathematical model of the foil bearing consisted of a
staggered thin top foil supported via backing springs (a ij ) sub-
jected to the resultant pressure field,pij .

The combined top foil and backing spring deflection was com-
puted for the givenpij , resulted in a deflection matrix,d ij . The
overall structural stiffness is given by

@Aij # 5 @Pij #/@d ij #, (8)

whereAij is reflecting the structural rigidity of the top foil and
backing spring. The new normalized influence coefficient can be
written as

C# ij 5
C

pa@Aij #
. (9)

The deflected shape of the foil (Fig. 5) along with theC# ij , were
used for the film thickness relationship, we have

@hij #
new 5 @g# ij #

new 1 @C# ij #@P# ij 2 1#, (10)

Fig. 5 Film thickness, deflection, and pressure
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where

@g# ij #
new 5 1 1 e cos~u 2 f0! 1 @d ij #/C.

The new film thickness relationship, Eq. (10), was substituted in
Reynolds Eq. 3. Referring to the diagram of Fig. 4, iteration
between elasticity analysis and governing hydrodynamic analysis
required few iterations to achieve final film thickness. The perfor-
mance parameters as well as membrane stress contours were
obtained, when numerical convergence based on error criteria was
satisfied.

Performance Parameters. With the solution ofp(u, z) ac-
complished, the performance quantities of the bearing can then be
obtained by proper integration. The load capacity is given in
dimensionless form as follows:

F# yx 5
Fyx

paR2 5 E
1~L/D!

2~L/D! E
u ij

u ji

~p# 2 1!~2cosu or sinu!dudz# . (11)

The dimensionless load is then given by

W# 5
W

paR2 5 4S L

DDS P

pa
D 5 ÎF# y

2 1 F# x
2. (12)

The torque on the journal is normalized form

T# 5
T

paR2 E
2~L/D!

1~L/D! E
u ij

u ij Hh#

2 S p#

uD 1
L

6

1

h#J dudz# (13)

Bearing Stiffness Coefficient. For small displacements from
the bearing equilibrium position (e, u 0) the stiffness coefficient is
given by the general term

k 5
F

e
sin u0 1

1

e

F

u0
cosu0 (14)

Properly normalized, the collinear and cross-coupled spring coef-
ficients are thus given by

K# xx 5
F# x

e
sin u0 1

1

e

F# x

u0
cosu0 (15)

K# xy 5
F# x

e
cosu0 1

1

e

F# x

u0
sin u0 (16)

K# yx 5
F# y

e
sin u0 1

1

e

F# Y

u0
cosu0 (17)

K# yy 5
F# y

e
cosu0 1

1

e

F# y

u0
sin u0. (18)

Sample Solutions. To demonstrate the aforementioned ana-
lytical model and numerical procedure, the following example
problem is used. The journal foil bearing parameters areD 5 100
mm, L 5 75 mm,C 5 0.1 mm, single pad configuration with an
operating condition:Pa 5 100 kPa,m 5 0.02 cp, ande 5 0.6,
n 5 10,000 rpm, t 5 0.15 mm. Forsimplicity a ij matrix is
developed from data given in Table 1. The results of the interme-
diate solution, which neglects bending and membrane stresses on
the smooth top foil, are presented in Fig. 5. Figure 5 is a composite
plots of hydrodynamic pressure, film thickness and deflections
taken at the bearing center line (z# 5 0) along the normalized
angular extent of bearing pad, (j 5 u/b), with an additional film
thickness profile at the edge of the bearing (z# 5 L/D).

The resultant film and pressure profiles are the inputs to our
second level elasticity equation as called for in box no. 6 of the
flow diagram (Fig. 4). For an aligned journal/bearing condition, it
is sufficient to model only one-half of the bearing (symmetric
about the mid-plane,z# 5 0). The top foil (membrane) grid net

work was prepared for elasticity analysis via FEA. The top foil is
considered symmetric about the bearing centerline (i.e.,z# 5 0)
and relevant boundary conditions such as leading edge of the foil
is free and its trailing end is anchored to the bearing housing (fixed
end) were also applied. Not shown in this figure are distributed
backing springsa ij at the nodal points. Figure 6depicts the top foil
model with applied hydrodynamic pressure vectors taken from the
previously computed pressure profile. The compliant structural
elements (top smooth and backing spring system) FEA was con-
ducted with the above input variables. Intermediate results are
plotted in Fig. 7.

Using Eqs. 8 through 10 and iterating and following numerical
scheme sequences as numbered in Fig. 4, after several passes
pressure convergence was achieved. Using the relationship

R# ij 5 @a ij #/@Cij #
final (19)

at the end of successful completion of the computation,R# ij , an
influence factor was obtained (box no. 11B, Fig. 4), which is a
measure of the top foil’s membrane effect. The magnitude of the
influence factor,R# ij , can be interpreted as a stiffening effect of the
top smooth foil due to the membrane effect on the overall struc-
tural compliancy of the bearing. Figure 8 shows a composite plot
of R# ij as a function extent of the large bearing pad for four
different values ofz̄. As can be seen from the plots of Fig. 8, the
stiffening effect of the top foil is greater at the middle of the
bearing than at its edge. In fact, the top foil appears to be having

Fig. 6 Pressure profile applied to top foil

Fig. 7 Top foil deflections
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a softening effect at the bearing surface near the edge (about 40
percent to 50 percent).

Furthermore, the top foil near the trailing end where hydrody-
namic pressure approaches to zero,R# ij also approaches zero.
These data (R# ij ) were stored and utilized to reduce a computation
time via by passing second level elasticity analysis for similar top
foil thickness and dimensions.

Parametric Study—Performance Characteristics. In the
parametric study, a set of standard conditions ofL/D 5 0.75 and
b 5 350 deg with variablea given in Table 1 andt̄ 5 3 will be
used, and any parametric variation will commence from this set of
reference values. Due to the nature of CFB, unlike rigid journal
bearings, the film thickness varies in both theu andz directions.
Since pressures cause proportional deflections of the bearing sur-
face, the film thickness in the interior of the bearing, where
pressures are highest, will be larger than at the edges (z 5 6L/D);
also, since the maximum pressures occur near the line of center
( z 5 0), the film thickness in the interior of theu 5 f0 line will
not be necessarily the smallest. Therefore, a nominal film thick-
ness,hN, will be defined as the minimum film thickness that occurs
along the bearing centerline, i.e., atz 5 0. In Fig. 9, this central
film thickness is plotted for a centerlinez 5 0 at various values of
L. This value ofhN, shifts downstream and increases in value by
increasingL. This should be kept in mind whenhN values are
plotted as a function ofe and L. Similarly, the apex of the
pressures slightly shifts downstream as a function ofL.

Table 2 gives a detailed listing of the performance of a vertically

loaded single pad bearing as a function ofL ande. Some of the
noteworthy points emerging from these tabulations which are
needed for the hybrid bearing control are plotted in Figs. 10
through 14.

Magnetic Bearing Characteristics
Magnetic bearings [14] can be broadly classified into those that

use either repulsive or attractive forces. Repulsive force systems
most often use permanent magnets while attractive force systems
use electromagnets. Attraction electromagnets are by far the most

Fig. 8 Top smooth foil influence factors

Fig. 9 Location of minimum film thickness

Table 2-A Performance of a vertically loaded single pad bearing

Fig. 10 Load capacity versus eccentricity ratio

Fig. 11 Stiffness Kxx versus eccentricity ratio
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widely used approach for magnetic suspension systems, since
stiffness nearly comparable to rolling element bearings can be
achieved and active control permits variation of parameters as
dictated by rotor system dynamics [10–13, 16]. In general, an
actively controlled electromagnetic bearing (AMB) consists of a
stator which is wound with coils to create the magnetic field and
ferromagnetic laminations mounted on the rotor to interact with
the stator magnetic field.

Figure 1 shows a homopolar AMB [15] with position sensors,
used to provide feedback control of the system. Conventional
AMBs apply bias currents to electromagnets to support static loads
and set up an operating flux field for linearized control. The
dynamic control modulates the bias currents to create stiffness and
damping. The bias currents form a flux field equivalent to a
negative spring, and thus the bearing is inherently unstable. Sta-
bility is established by a negative feedback control of the rotor
displacements. The feedback controller is typically a gain and
phase compensation network which sets up proportional, integral
and derivative (PID) functions. The PID functions provide respec-
tively, the dynamic stiffness, the static stiffness and the damping.
High static stiffness keeps the rotor centered in the bearing. The
dynamic stiffness of a magnetic bearing can be represented by (1)
in a normalized form

K/Km 5 ~GpGaKi /Km!@Cp 1 Ci /~t i S1 1! 1 . (20)

Equation (1) indicates that the magnetic bearing stiffness and
damping can be varied by three gains and two time constants.
Lead-lag or notch filter circuits can be added in series to the PID

circuit making gain and phase compensation possible at resonant
frequencies not covered by the PID circuit. By varying the mag-
netic bearing DC stiffness, we can put more or less load onto the
foil bearing. DC stiffness reduction can be accomplished by re-
ducing the integral gainCi .

Hybrid Foil-Magnetic Bearing Control Algorithm. Based
on the above discussion, one may specify the following AMB
functions in the hybrid bearing: the magnetic bearing will (1)
initially center the shaft to minimize rubbing between the foil
bearing and shaft at start-up and during low speeds, (2) release the
load gradually to the CFB by following its preferred eccentricity
locus, (3) provide synchronous balancing forces, and (4) provide
additional damping for enhanced high speed rotor stability.

To reap the many potential benefits of a hybrid foil/magnetic
bearing, an approach defining the steady-state load sharing as a
function of operating conditions needs to be made. Note that a
share of steady-state load directly implies a unique eccentricity in
the foil bearing. The control reference of the magnetic part may or
may not have to follow this eccentric location, depending on
whether the integral control is exercised or not. Indeed, steady-
state load sharing is complicated, but is the most crucial control
problem of the hybrid bearing. Establishing the load sharing ratio
is important because the dynamic properties of both the foil and
magnetic bearings depend on their operating steady-state load. A
possible control scheme including the load sharing logic is pre-
sented as follows:

— Foil and magnetic bearing data are stored for on-line cal-
culations.

— Step 1.at a given speed let the magnetic bearing take all
the steady state load so that the total load and direction can
be determined.

— Step 2. using stored data, determine the eccentricity and
attitude angle of the foil bearing for a predetermined share
of the load.

— Step 3.move the magnetic bearing reference to the calcu-
lated eccentric location predicted for the foil bearing. Once
the rotor center has been relocated, measure the currents in
coils and the journal true location and calculate the steady-
state load actually bearing supported by the magnetic bear-
ing.

— Step 4.adjust the integral gains to make the steady-state
load sharing correct, if necessary.

— Step 5.recalculate the current stiffnessKi , magnetic stiff-
nessKm (because both coil steady-state currents and air
gaps have been changed) and the dynamic stiffness as a
function of excitation frequency according to the existing
PID gains.

— Step 6. calculate the stiffness and damping of the foil
bearing for the steady-state load. These dynamic coeffi-
cients are added to those of the magnetic bearing.

— Step 7.check the adequacy of the total dynamic properties
in terms rotor stability. If not satisfied, adjust the PID
controller to improve them.

Numerical Example. The load-sharing mechanism is demon-
strated below by a hybrid bearing design example. This hybrid
bearing has the following specifications:

Part Foil Part Magnetic

Diameter (mm) 100 100
Length (mm) 75 75
Radial clearance (mm) 0.051 0.572
Share of Static Load (Kg) 9.53 6.35

The load sharing is performed at aL 5 1.25. At this speed
parameter, the foil bearing nondimensional data are given in Table
2. For the load of 9.5 Kg, the foil bearing eccentricity, altitude
angle and stiffness values were calculated by interpolation using
the above table, and the results were as follows:

Fig. 12 Stiffness Kyx versus eccentricity ratio

Fig. 13 Stiffness Kxy versus eccentricity ratio
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e, .4925
f(°) 9.5
e (mm), 0.985E-03
ex (mm), 0.627E-03
ey (mm), 2760E-03
Kxx (mm), 3.803 106

Kxy (N/M), 23.853 106

Kyx (N/M), 0.41 3 106

Kyy (N/M), 4.8 3 106

Initially, the magnetic bearing supported all the 35 lb load and its
reference was set atX 5 Y 5 0 (Fig. 15). The relevant magnetic
bearing parameters are as follows:

Initial bias currents:I 10, I 30, I 20, I 40 5 4.20 A (top),
3.00A (bottom), 3.00A (right), 3.00A (left)
Pid gains:Cp, Ci , Cd 5 1.70, 7.60, .0035
Time constants:ti , t d 5 1.59 s, .16msec
Control loop constants:Gp, Ga 1 7.87 V/mm, 1.0A/V

Since the rotor center is shifted to (X 5 ex, Y 5 ey), the
magnetic bearing reference center should be also shifted to that
eccentric point. With less load (i.e., 6.35 Kg) to support, the new
magnetic bearing bias currents, air gaps and magnetic quadrant
forces were calculated and the results are tabulated as follows:

I 1 5 3.963A

I 2 5 2.916AI

I 3 5 3.237A

I 4 5 3.084A

g1, g2, g3, g4 5 .592, .556, .551, .587~mm!

F1, F2, F3, F4 5 26.86, 16.45, 20.51, 16.45~Kg!

Without changing the PID gains, the magnetic bearing stiffness
and damping coefficients were calculated over a frequency range 0
to 200 Hz. Note that these coefficients are frequency dependent
while those of the foil bearing are not. Adding the two coefficients
together, we have the hybrid bearing coefficients as presented in
Figs. 16 and 17.

It is always informative in rotor-bearing system design to know
where the bearing natural frequencies are located for a given
supported mass (M). For the hybrid bearing, a simple way to
locate the frequencies is simply by plottingKxx, Kyy, and Mv2 as
shown in Fig. 18. In this figure, the mass supported by the hybrid
bearing was 15.88 Kg. The interception betweenKxx and Mv2 is at

100 Hz, while the interception betweenKyy and Mv2 is at 112 Hz.
Note that the rotor was running at 10,000 rpm or 167 Hz which is
far above the natural frequencies. A more precise calculation of
damped frequencies has yielded the following eigenvalues:

21246 j629 and 22416 j645 ~rad/s!.

The corresponding modal frequencies are 100 Hz and 103 Hz,
not too far away from those estimated by Fig. 18. Note that the foil
bearing damping has not been included in the above calculations.

Fig. 15 Hybrid foil/magnetic bearing coordinate system
Fig. 16 Hybrid bearing stiffness

Fig. 17 Hybrid bearing damping

Fig. 18 Foil-magnetic bearing natural frequencies adjusting the PID
gains
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These two modes are reasonably damped and more damping can
be achieved by adjusting the PID gains.

Conclusion
Operation of the foil/magnetic bearing takes advantage of the

strengths of each individual bearing while minimizing each others
weaknesses. A possible hybrid foil and magnetic bearing arrange-
ment is investigated and sample design and operating parameters
are presented. A new numerical technique was developed to in-
vestigate the performance of a class of gas-lubricated journal
bearings. Parametric analysis was conducted to establish tabulated
data for use in a hybrid foil/magnetic bearing design analysis. A
load sharing control algorithm for hybrid foil-magnetic bearings
was also discussed.

An analytical model of bending dominated compliant surface
hydrodynamic foil gas journal bearings were developed to account
for the variation of structural stiffness inu and thez direction and
to provide a solution to investigate the effects of top smooth foil on
the bearing performance. The two-dimensional distribution of the
compressible fluid film thickness and pressure, as well as the shear
losses in foil bearings of finite length, was computed in line with
structural elasticity of the bearing compliant surfaces. Structural
stiffness characteristics of the foil bearing’s backing spring and
membrane effects of the top foil were included and integrated in
the numerical scheme and were dealt with in two levels of itera-
tion. As for the first level numerical analysis, deformation of the
bearing surface without the effect of the top foil was formulated in
relationship to the pressure. In line with the deflection of the
bearing surface, the film thickness was substituted into the Reyn-
olds equation and solved using the finite difference method. This
technique provided the advantages of utilizing variable structural
stiffness characteristics of the backing spring, numerical stability,
and rapid convergence in obtained intermediate solutions.

Using the FE method, the membrane effect of the elastic top foil
was included in the overall analysis. Further, the combined smooth
top foil and elastic foundation was formulated as an influence
coefficient to accelerate the numerical solution. The overall pro-
gram logic proved to be an efficient and sound technique to handle
the complex structural compliance of various foil bearings.

Parametric analysis was conducted to establish tabulated data
for use in a hybrid foil magnetic bearing system. The technique
reported herein can readily be adapted to deal with various foil
bearing configurations and can evaluate the performance of inno-
vative foil bearing designs. Future efforts are needed to experi-
mentally verify and validate the analysis developed and presented.
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Fig. 14 Stiffness K yy versus eccentricity ratio
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Flutter Mechanisms in Low
Pressure Turbine Blades
The work described in this paper is part of a comprehensive research effort aimed at
eliminating the occurrence of low pressure turbine blade flutter in aircraft engines. The
results of fundamental unsteady aerodynamic experiments conducted in an annular
cascade are studied in order to improve the overall understanding of the flutter mecha-
nism and to identify the key flutter parameters. In addition to the standard traveling wave
tests, several other unique experiments are described. The influence coefficient technique
is experimentally verified for this class of blades. The beneficial stabilizing effect of
mistuning is also directly demonstrated. Finally, the key design parameters for flutter in
low pressure turbine blades are identified. In addition to the experimental effort, corre-
lating analyses utilizing linearized Euler methods demonstrate that these computational
techniques are adequate to predict turbine flutter.

Introduction
This paper summarizes the results of a series of experiments

conducted in an annular cascade facility to investigate torsional
flutter in low pressure turbine (LPT) blades. The development of
improved design guidelines for LPT flutter is an active research
area because there have been several recent occurrences of insta-
bility in this class of blades. Because of these concerns, a research
project was initiated with the goal of eliminating flutter in LPT
blades.

To date, several forced vibration experiments similar to those
described in this paper have been conducted in both linear and
annular cascades (Bo¨lcs and Schla¨fli, 1984; Buffum and Fleeter,
1990). In general, this work has been focused on a characterization
of the aerodynamic stability of the cascade based on measurements
of the blade surface unsteady pressures. For the current LPT
cascade, this topic was the general focus of a previous paper
(Panovsky et al., 1997). In addition, comparisons were presented
between the measured unsteady pressures and predictions from
computational fluid dynamics (CFD) codes.

The current paper represents an extension of this work. The
primary objective of the tests presented here is to investigate the
influence of the reduced frequency, inlet flow incidence, location
of the torsion axis, and other key parameters on the cascade
unsteady response. In addition, an enhanced understanding of the
unsteady behavior of the cascade is obtained based on unsteady
pressure measurements made along the test section outer wall.
Tests were also performed to check the applicability of the influ-
ence coefficient technique to these cases, as well as to study the
effects of cascade mistuning. Computational predictions are in-
cluded to compare with the experimental measurements.

Experimental Facility and Data Analysis
In this section, a brief description of the experimental facility,

test article, and data analysis technique is provided. A more
complete presentation can be found in Panovsky et al. (1997). The
experimental measurements were conducted in the nonrotating
annular test facility (Bo¨lcs, 1983) at the Ecole Polytechnique
Fédérale de Lausanne (EPFL). This is a continuous flow, open
cycle facility with a test section measuring 160 mm (inner radius)

by 200 mm (outer radius). The flow conditions at the test section
inlet can be varied over a wide range of Mach numbers (0.3 to 1.6)
and flow angles (20 deg to 70 deg). The general intent of the
facility is to provide two-dimensional flow conditions. In addition,
it provides important advantages for oscillating blade measure-
ments due to its inherent circumferential flow periodicity and
absence of lateral boundaries.

The test cascade is composed of an annular arrangement of
twenty blades. The LPT blade shape used for this series of tests
corresponds to a latter stage of a modern commercial turbofan
engine. Each airfoil in the cascade is imbedded within a base
whose curved surface also forms the inner boundary of the test
section. Each base is attached to its own mass and spring element,
and the resulting blade assemblies are mounted to a common core.

The individual blades in the cascade are excited using an array
of electromagnets. Control of the vibration amplitude and inter-
blade phase angle (IBPA) is accomplished electronically based on
feedback signals provided by inductive displacement transducers
placed over each individual blade assembly (Kirschner et al.,
1980). The frequency and mode shape are based on the torsional
mode of the actual blade. To permit the investigation of the effects
of changes in the mode shape, provisions for three locations of the
torsion axis were made. These locations are shown in the blade
schematic of Fig. 1. The nominal blade vibration amplitude is
approximately 0.5 deg.

The upstream and downstream steady-state flow conditions are
determined from spanwise-circumferential traverse data obtained
using 3-hole aerodynamic probes. In addition, throughflow infor-
mation is provided by a series of static pressure taps located along
the outer wall of the test section. A parallel line of taps are
available for unsteady pressure measurements. Two neighboring
blades in the cascade are also instrumented with a total of 18 static
pressure taps at midspan to measure the steady blade surface
pressure distribution. A second pair of blades are instrumented
with 18 miniature piezoresistive pressure transducers at midspan to
measure the unsteady blade surface pressures. These measurement
locations are also shown in Fig. 1.

The raw, time-dependent data derived from the pressure trans-
ducers and the inductive displacement transducers is composed of
small amplitude, continuous voltage signals. These analog signals
are treated through a chain of filters and amplifiers, and, subse-
quently, digitized and stored. The data sample is then subdivided
into blocks, and an FFT decomposition, including the application
of a data window to reduce leakage effects, is performed on each
block. The frequency component corresponding to the blade vi-
bration reference frequency is extracted from each data block, and
an average complex value is calculated. The transducer sensitivi-
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ties, and any other calibration corrections are applied to these
average values. The standard deviations for each data set are
calculated using the average and individual block values. The 95
percent confidence intervals are calculated from the standard de-
viation estimates assuming a Student’st-distribution. For these
measurements, typical 95 percent confidence intervals are on the
order of63 percent for the unsteady pressure amplitude, and64
deg for the unsteady pressure phase angle.

Computational Program
Computational results using a quasi-three-dimensional linear-

ized Euler code called NOVAK (Holmes and Chuang, 1993) have
been obtained for all of the experimental cases. These predictions
are compared to the experimental results in terms of the unsteady
pressure, work, and damping coefficients (Bo¨lcs and Fransson,
1986). All presented calculations were performed without stream-
tube contraction, which was found to only slightly affect the
unsteady predictions (Panovsky, 1997). The primary purpose of
the analytical investigations is for comparison with the experimen-
tal measurements to determine whether inviscid methods are ap-
plicable to LPT flutter.

In linearized Euler methods, the unsteadiness in the flowfield is
assumed to be a small harmonic perturbation to the nonlinear
steady flow governed by the Euler equations. The linearized Euler
approaches seem to be the best compromise of accuracy and
efficiency available at the present time. These methods can include
the effects of the geometry of the blades, and model the most
pertinent physics of the flowfield. Shocks can be directly captured
by the steady solutions, and their effects on the unsteadiness
determined. Because of the assumptions inherent in the lineariza-
tion, variations in the flow parameters are limited to small har-
monic perturbations. The determination of incipient flutter meets
this requirement, since actual LPT blades vibrate at very small
amplitudes. Obviously, Euler methods cannot model the boundary
layers and other viscous regions accurately. The numerical solu-
tions for blades operating at high incidence angles, as sometimes
required of LPT blades, may not be accurate.

Results

Description of Test Cases. Measurements for four to five
steady flow conditions were conducted for each of the three torsion
axis locations mentioned previously. The most significant param-
eters are summarized in Table 1. The sets of tests corresponding to
each of the torsion axis locations will be collectively referred to as
“configurations”. The range of steady conditions shown reflects
primarily variations to incidence angle, although changes to other
steady flow parameters were also addressed.

Three different types of unsteady experiments were conducted.
The first is the traveling wave mode, where each blade is driven to
a constant amplitude and there is a constant temporal phase dif-
ference between adjacent blades. This mode simulates the domi-
nant characteristics of the system mode behavior of the actual rotor
assembly (Lane, 1956). A total of twelve interblade phase angles
are used for each of the steady conditions.

The second type of experiment will be called the single blade
vibration test, where each blade in the cascade is vibrated individ-
ually. Measuring the unsteady pressures generated on the instru-
mented (reference) blade while vibrating single blades in the
cascade gives a direct determination of the influence coefficients
(Crawley, 1988). These coefficients define the relative importance
of each blade in the cascade to the generation of unsteady pres-
sures on a given reference blade.

The final type of experiment is referred to as the alternating
blade test, where only every other blade in the cascade is excited
in a traveling wave mode. This test is a simulation of mistuning,
which studies the effect of the small frequency variations of actual
blades on the overall vibratory response of the rotor. The driven
blades model those that would be at a system mode natural
frequency while the undriven blades simulate those that are de-
tuned from the system frequency. The arrangement selected is
considered the most stable mistuning pattern, at least from a robust
design viewpoint (Crawley and Hall, 1985).

Traveling Wave Tests. A representative case from the trav-
eling wave results, corresponding to the design point conditions
(condition 1) for configuration 1, is presented in this section. The
distribution of the first harmonic of the unsteady pressure mea-

Nomenc la tu re

c 5 chord length
Cp 5 coefficient of unsteady pressure,

p̃/a( pt1 2 p1)
CFD 5 computational fluid dynamics

i 5 inlet incidence angle
IBPA 5 interblade phase angle

k 5 reduced frequency,vc/ 2U 2

LPT 5 low pressure turbine
M 1 5 inlet Mach number
M 2 5 outlet Mach number

p̃ 5 unsteady pressure
PS 5 pressure side of the blade
pt1 5 inlet total pressure

p1 5 inlet static pressure
s 5 normalized blade surface distance

SS5 suction side of the blade
U 2 5 outlet velocity
a 5 blade angular displacement
v 5 blade vibration angular frequency

Fig. 1 Blade Profile with torsion axes and transducer locations

Table 1 Summary of test cases
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sured along the blade surface is given in Fig. 2 for two interblade
phase angles, IBPA5 290 deg and IBPA5 190 deg. It can be
observed from these plots that, in general, the highest amplitude
unsteady pressures occur in the leading edge region up tos 5 0.5
on the suction side, and near the trailing edge on the pressure side.
Computational results calculated by the NOVAK code are also
included in these figures. These results are in reasonably good

agreement with the experimental data and, in particular, accurately
capture the trends exhibited along the blade surface and the effects
of changing IBPA. Some differences are evident, especially in the
magnitude of the unsteady pressures.

Additional insight into the influence of IBPA is provided by the
contour plots in Fig. 3 which show the measured distribution of the
unsteady pressure amplitude on the blade surface as a function of
IBPA. On both blade surfaces, the unsteady pressure peak regions
illustrated in Fig. 2 are most prominent near IBPA5 180 deg, and
tend to disappear near IBPA5 0 deg. This behavior points to the
important influence of the direct neighbor blades on the instru-
mented blade unsteady pressures.

Further information concerning the interaction of the neighbor-
ing blades can be obtained from the unsteady pressure measure-
ments obtained along the outer wall of the test section. Such
measurements have been previously presented by Ko¨rbächer
(1996) and represent a unique opportunity to investigate the un-
steady interaction of the blades in the cascade by experimental
means. Figure 4 shows the instantaneous pressure distribution
within two blade passages for IBPA5 180 deg. Three different
positions of the blades are shown: (a) largest throat area between
the two blades; (b) mean throat area; and (c) smallest throat area.
The mean position of the blade is indicated by the black profile,
and the instantaneous position is indicated by the white profile.
Due to the torsional motion of the blade, the trailing edge expe-
riences the largest linear displacement. This can lead to fairly
significant changes in the throat area of the blade passage during
cascade vibration, particularly for IBPA5 180 deg. It can be
observed in Fig. 4(a) that for the largest throat area, the measured
unsteady pressures in the center passage are small. Figures 4(b)
and 4(c) illustrate an increase in the instantaneous unsteady pres-
sure as the two blade trailing edges approach one another. For the
smallest throat area, the aforementioned peak unsteady pressure
regions along the leading edge on the suction side and along the
trailing edge of the pressure side become apparent. It can also be
observed from this series of plots that these peak regions are
coupled to the same basic unsteady flow phenomenon.

The aerodynamic damping coefficient can be calculated from
the unsteady pressure measurements using the standard expression
(Bölcs and Fransson, 1986). In Fig. 5, the damping distribution
along the blade surface as a function of IBPA is shown. The zero
damping contour is represented in these plots by a black line. Note
that the maximum damping contributions occur nears 5 0.25 on
the suction surface and near the trailing edge on both surfaces. The
primary destabilizing influences (negative damping) occur near
IBPA 5 190 deg.

The damping distribution can be integrated over the blade
surface to obtain the overall damping as a function of IBPA, as
shown in Fig. 6. This plot indicates there is only a small range of
IBPA near190 deg where the cascade is unstable. Comparison of
the test measurements and computational predictions are shown to
be in very good agreement. Similar comparisons for all of the
steady conditions listed in Table 1 have been conducted, and
indicate that linearized Euler methods are sufficient for the pre-
diction of LPT flutter.

Single Blade Tests. The unsteady pressures which occur on a
given blade surface represent a combination of the contributions
made by the individual vibrating blades in the cascade. These
contributions are generally referred to as the influence coefficients.
It is also possible to define influence coefficients for local and
overall work and damping. The blade numbering convention uti-
lized in this paper defines the reference blade as blade 0, with the
11 blade immediately to the pressure side, the21 blade imme-
diately to the suction side, and so on to define the entire cascade.

The contribution from each blade in the test cascade can be
directly determined by vibrating only single blades and measuring
the unsteady pressures generated on the instrumented (reference)
blade. The influence coefficients can also be obtained mathemat-
ically from the traveling wave results by assuming a linear super-

Fig. 2 Magnitude and phase of unsteady pressure: ( a) IBPA 5 290 deg
and (b) IBPA 5 190 deg.
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position of the unsteady pressures in the cascade. By comparing
the single blade and traveling wave influence coefficients, the
validity of this assumption can be verified. For configuration 1,
condition 1, the results of this comparison are shown in Fig. 7 for
a single unsteady pressure transducer located ats 5 0.25 on the
suction surface. Both the magnitude and the phase are shown to be
in excellent agreement. Other locations and conditions (refer to
Table 1), give similar correlations. Thus, the influence coefficient
technique is demonstrated to be valid for the case of LPT flutter.
Similar linearity validations were reported by Bo¨lcs et al. (1989)
and Körbächer and Bo¨lcs (1996) for annular turbine and compres-
sor cascades, respectively, vibrating in the bending mode. How-
ever, to the authors’ knowledge, this is the first time that the
superposition principle has been validated for LPT blades vibrat-
ing in torsion. This determination also provides a potential oppor-
tunity to greatly simplify the experimental setup, as it implies that
the traveling wave results can be accurately simulated by vibrating
only a single blade in the cascade and measuring the unsteady
pressures on the various neighboring blades.

The influence coefficients also provide important information
regarding the relative importance of the motion of individual
blades in the cascade to the generation of time-dependent pressures
at a given location. In general, for this cascade, only the contri-
butions from the 0 or reference blade and the neighboring11 and
21 blades have a significant influence on the unsteady pressures.
Along the suction surface, the 0 blade exerts the largest influence

near the leading edge. The neighboring21 blade (which faces the
suction side of blade 0) also exerts a significant influence at this
location. Near the mid-section of the blade, the influence of the21
blade substantially increases, becoming larger than that of the 0
blade. The important influence of this neighboring blade was cited
in the previous section. Near the trailing edge, the influence of the
21 blade diminishes greatly and the largest influences are derived
from the 0 and11 blades. Along the pressure side, the primary
influence is due to the 0 blade except near the trailing edge. Here,
the influence of the11 blade (which faces the pressure side of
blade 0) is also significant.

Alternating Blade Tests. The effects of mistuning were eval-
uated by vibrating only alternate blades in the cascade in a trav-
eling wave pattern. Unsteady pressures were recorded as for the
other tests. It was found that this vibration mode had a powerful
stabilizing effect on the cascade, as has been indicated by previous
research (Kaza and Kielb, 1982; Crawley and Hall, 1985).

The reason for this stabilizing effect is clearly evident when
analyzing the unsteady pressure distribution on the blade. The
unsteady pressures nears 5 0.25 on thesuction side for IBPA5
190 deg are the most destabilizing on the blade (see Figs. 3 and
5). As mentioned previously, this unsteadiness is primarily due to
the relative motion of the21 blade. By not allowing the21 blade
to vibrate, this source of unsteadiness is essentially removed, and
an improvement in the overall stability of the blade results.

Fig. 3 Measured Cp magnitude: ( a) PS and (b) SS.

Fig. 4 Instantaneous pressures from outer wall measurements for IBPA 5 180 deg
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The stabilization can also be explained by a consideration of the
influence coefficients of the overall damping from the normal
traveling wave experiments. The contribution from the reference
blade is the average damping value across the IBPA range. The
influence coefficients show that the only significant contribution
from other blades is from the immediate neighbors, the21 and11
blades. In the traveling wave domain, these contributions will
appear as the first harmonic variations with IBPA. If these contri-
butions are removed by fixing these blades, the minimum stability
over all IBPA will increase. Since only the minimum stability is of
concern in a practical sense, the stability of the blade improves.

An example of the results of the mistuning experiments is
shown in Fig. 8 for configuration 1, condition 1. The effect of
removing the contributions of the neighboring blades is readily

apparent, as the damping coefficient over the entire IBPA range
approaches the average value. It is worth noting that the unsteady
pressures produced by this vibration pattern and, in fact, any
arbitrary vibration pattern, can be also accurately determined from
the influence coefficients.

Key Design Parameters
We now utilize the experimental results to identify the effect of

key design parameters on the stability characteristics of the cas-
cade. To conduct this study, the least stable point from the curve
of damping versus IBPA is identified for each of the steady
conditions summarized in Table 1. This minimum damping value
is the primary value of interest from a stability evaluation stand-
point. These damping values were then plotted as a function of
every significant steady and unsteady parameter associated with
the various steady conditions.

Fig. 5 Experimental damping coefficient distribution: ( a) PS and (b) SS.

Fig. 6 Overall damping coefficient

Fig. 7 Comparison of influence coefficients for s 5 0.25 on the SS: (a)
magnitude and ( b) phase.

Fig. 8 Effect of mistuning on overall damping coefficient
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An example is shown in Fig. 9 for two of the parameters which
are usually considered to be the most important, reduced frequency
and incidence. Each steady condition is denoted by a numerical
index which corresponds to the configuration number. Thus, there
are four data points for configurations 0 and 1, while configuration
2 has five points. Acknowledging that the available data set does
not reflect independent variations of these parameters, it is never-
theless surprising that neither of these plots indicates a clear trend
in the damping. The primary trend shown is that the conditions are
grouped into configurations, implying that the primary driver is
mode shape. If we consider the data points within a particular
configuration, a secondary trend is observed for the reduced fre-
quency. For example, within the five data points for configuration
2, there is a clear trend toward lower damping as the reduced
frequency drops. A dotted line is used to indicate this trend for
each of the configurations. The incidence plot, however, does not
exhibit even this secondary trend.

Loading in general, in terms of higher pressure ratio or higher
exit Mach number or other similar measure, seems to have a
secondary influence, but no single parameter could be identified as
having the dominant contribution. In fact, the Zweifel number
(Zweifel, 1945), which is the primary loading guideline, shows no
trend at all. Examples of the effect of loading are shown in Fig. 10
using the ratio of the inlet and exit static pressures and the Zweifel
number as parameters. Average trends are again indicated by
dotted lines in the pressure ratio plot. In summary, this study
indicates that the most dominant contribution to overall stability
for LPT blades is the mode shape, followed by reduced frequency,
and finally some type of loading parameter.

The influence coefficients of the overall stability can also be

used to assess the importance of the individual blades to the
observed trends. It is found that the mode shape strongly affects
contributions from the neighboring21 and 11 blades. The re-
duced frequency affects contributions from both the reference
blade and the adjacent blade pair. Loading variations solely affect
the reference blade. Incidence variations did not seem to have a
significant effect on the stability characteristics of the cascade
through the range tested. These results are summarized in Table 2.
It should be noted that these conclusions have been drawn based
on the experimental data only, and mostly serve to highlight the
important design parameters. A more detailed parameter study
employing computational methods is presented by Panovsky and
Kielb (1998).

Summary and Conclusions
Detailed measurements of the unsteady pressures generated by

the vibratory motion of a modern LPT blade in an annular cascade
have been completed. A total of thirteen steady conditions were
investigated using three torsion axis locations. Several types of
unsteady tests were conducted, including traveling wave, single
blade, and alternating blade modes.

The traveling wave results demonstrated that the highest ampli-

Fig. 9 Trends of minimum damping versus key parameters: ( a) reduced
frequency and ( b) incidence.

Fig. 10 Trends of minimum damping versus key parameters: ( a) static
pressure ratio and ( b) Zweifel number.

Table 2 Dependence of the damping influence coefficients on key pa-
rameters
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tude unsteady pressures were typically generated on the front half
of the blade along the suction side, and near the trailing edge on the
pressure side. The important role that these regions play in deter-
mining the overall stability of the blade was also shown. In
addition, using the outer wall unsteady pressure measurements and
the blade influence coefficients, the interaction of the direct neigh-
bor blades was identified as the primary source for these peak
unsteady pressures.

By comparing the influence coefficients from the traveling wave
and single blade mode tests, the validity of the linear superposition
approach for unsteady pressures was demonstrated for LPT blades.
The alternating blade mode tests explicitly demonstrate the bene-
fits of mistuning for flutter. The resulting stabilization is expected
based on the work of previous researchers, and the reason for this
behavior becomes particularly obvious when considering the im-
portant influence on the stability attributed to the adjacent blades,
as indicated by the influence coefficients and outer wall measure-
ments.

Correlating analyses for all of the experimental data have been
completed using a quasi-three-dimensional linearized Euler code.
Detailed comparisons of the measured and predicted unsteady
pressures and damping coefficients were provided and discussed.
The results indicate that this type of method can be used to reliably
assess the stability of LPT blades.

Results of the experimental data were used to determine the key
parameters for LPT flutter. This investigation indicates that there is
a fairly small range of IBPA where flutter can occur for this blade.
This range is a function of mode shape, frequency, and steady
conditions. However, the most significant factor in determining
stability was shown to be the mode shape. While all of the tests
conducted used a torsion mode, relatively small changes to the
location of the torsion axis had a dramatic effect on the stability
behavior. This is an extremely important conclusion because the
primary design parameter up to this time has been the reduced
frequency. Reduced frequency and loading were also found to
have an influence, though to a lesser degree than mode shape.
Incidence angle did not have a significant effect on stability over
the range tested. The importance of these parameters was also
expressed in terms of the corresponding influence coefficients.
This led to the conclusion that variations in the reference blade
contributions are driven primarily by reduced frequency and load-
ing. The adjacent blade pair contributions vary primarily due to
changes in mode shape, though reduced frequency has a secondary
effect.
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A Design Method to Prevent
Low Pressure Turbine Blade
Flutter
A design approach to avoid flutter of low pressure turbine blades in aircraft engines is
described. A linearized Euler analysis, previously validated using experimental data, is
used for a series of parameter studies. The influence of mode shape and reduced frequency
are investigated. Mode shape is identified as the most important contributor to determin-
ing the stability of a blade design. A new stability parameter is introduced to gain
additional insight into the key contributors to flutter. This stability parameter is derived
from the influence coefficient representation of the cascade, and includes only contribu-
tions from the reference blade and its immediate neighbors. This has the effect of retaining
the most important contributions to aerodynamic damping while filtering out terms of less
significance. This parameter is utilized to develop a stability map, which provides the
critical reduced frequency as a function of torsion axis location. Rules for preliminary
design and procedures for detailed design analysis are defined.

Introduction
The development of improved design rules and approaches to

avoid flutter of low pressure turbine (LPT) blades has become a
high priority because of several recent occurrences of torsional
flutter. A combined experimental and computational effort to ad-
dress this issue, utilizing a representative blade geometry in an
annular cascade facility, has been described by Panovsky et al.
(1997) and Nowinski et al. (1998). One of the key outcomes from
this previous effort is that the most important contributor to flutter
is the location of the torsion axis. Of secondary importance are the
reduced frequency and, to a lesser extent, the steady blade loading.
The effect of the inlet flow incidence angle was negligible. While
the importance of mode shape has been identified previously by
many authors (e.g., Bendiksen and Friedmann (1980); Fo¨rsching
(1989)), reduced frequency has remained the primary design pa-
rameter for flutter.

Another major conclusion, which resulted from comparisons of
test data and analytical predictions, is that computational fluid
dynamics (CFD) methods based on a linearized Euler approach
(Hall and Crawley, 1989) are adequate to reliably predict flutter
behavior in LPT blades. The codes can now be used to consider
other cases of interest and to perform systematic parameter studies.
The method assumes tuned blades, so that only a single passage is
analyzed with phase-lagged conditions on the periodic boundaries.
The prediction of incipient flutter is sufficient since our goal is to
develop design rules.

The focus of the present paper is to study the flutter sensitivity
to the key parameters identified through the earlier efforts. The
studies summarized here include the effects of reduced frequency
and mode shape. The findings are compared to previous investi-
gations by Kirschner, Pelet, and Gyarmathy (1976) and Whitehead
(1987). All of the computational results utilize the quasi-three-
dimensional linearized Euler code NOVAK by Holmes and
Chuang (1993). Unique approaches are introduced to allow these

studies to be done in a practical manner, and to provide additional
insight. The first step is to define a new parameter for stability
which addresses the entire range of interblade phase angle (IBPA)
in a single relevant value.

Derivation of Stability Parameter
The unsteady pressures which arise on a blade surface during its

vibratory motion are due to contributions from all of the blades in
the cascade. The contribution of each blade to an arbitrary refer-
ence blade is defined as its influence coefficient (e.g., Crawley,
1988). Influence coefficients can also be determined for the aero-
dynamic work.

The influence coefficients can be defined by the transformation

wl 5 O
k52~N/2!

N/2

Wkeiks l (1)

where

s l 5
2pl

N
. (2)

Note that lower case indicates the IBPA (or traveling wave)
domain and upper case denotes the influence coefficients. This
relation is in the form of a Discrete Fourier Transform. Each
complex influence coefficient can be written in terms of its mag-
nitude and phase,

Wk 5 W# keifk. (3)

These expressions show that the contribution of each blade is in
the form of a sine wave in the IBPA domain. The 0 blade
contribution is the average value, and corresponds to the contri-
bution of the reference blade on itself. A single-period sinusoidal
variation in the curve of work versus IBPA corresponds to contri-
butions from the adjacent blades on either side of the reference.
The 11 blade is adjacent to the pressure side of the reference
blade, while the21 blade is on the suction side. Higher frequency
components are due to blades which are the corresponding number
of passages away from the reference blade. This behavior has
special significance for the aerodynamic damping. Only the con-
stant value corresponding to the 0 blade can be absolutely stable or
unstable. All other blades will give equal stabilizing and destabi-
lizing contributions.
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All of the experimental and computational results that have been
obtained through this flutter research project indicate that the
reference blade and its immediate neighbors are the dominant
contributors to the unsteady behavior of the LPT cascade (Pan-
ovsky et al., 1997; Nowinski et al., 1998). This behavior is typical
of most other cascades, whether they are fans, compressors, or
turbines. The more-distant blades do have some contribution, but
for the purpose of developing design rules, the 0 and61 blades are
the important contributions to understand and control.

To maximize stability, the 0 blade contribution to the damping
would be maximized to the stable side, while the61 blade pair
influence is minimized, since any stabilizing contribution necessarily
causes an equally de-stabilizing contribution at another IBPA. The
magnitude of the influence coefficient indicates the importance of
each blade, but the overall amplitude of the fundamental harmonic (in
terms of IBPA) of the damping curve depends on the magnitude of
both the11 and21 blades and their relative phase. This is because
both of these contributions are in the form of a single-period sine
wave in the IBPA domain. The phasing of the individual influence
coefficients can be such that they superpose constructively, which
would lead to less stability, or destructively, which would cancel the
contribution and tend toward the 0 blade stability level.

In light of these considerations, a criterion will be defined to
better assess stability and the important contributions. For this
stability criterion, the damping versus IBPA curve is approximated
by including only contributions from the reference blade and the
adjacent blade pair. The stability parameter is defined as the least
stable point on this approximating curve. To obtain an expression
for the stability parameter, we first note that the portion of the work
at thekth harmonic (in terms of IBPA) will be due to contributions
from the6k conjugate pair. The contribution of each pair can be
separated into real and imaginary terms

W1ke1iks l 1 W2ke2iks l 5 S# k
R sin ~ks l 1 f k

R!

1 iS# k
I sin ~ks l 1 f k

I !. (4)

Only the real part of the right-hand side of Eq. (4) contributes to
the aerodynamic damping. The magnitude of this real part for the
6k pair is

S# k
R 5 ÎW# 1k

2 1 2W# 1kW# 2k cos~f1k 1 f2k! 1 W# 2k
2 . (5)

A special expression is needed for the 0 blade

S# 0
R 5 W# 0 cosf0. (6)

The stability parameter,S, is defined as the minimum point on the
approximating curve to the overall damping. This point is given by
subtracting the magnitude of the contribution due to the adjacent
pair from the average value due to the reference blade,

S5 W# 0 cosf0

2 ÎW# 11
2 1 2W# 11W# 21 cos~f11 1 f21! 1 W# 21

2 . (7)

If S is positive, the blade will be stable for all IBPA. If it is
negative, then there is some range of IBPA where the blade will be
unstable. The corresponding expression for the phase angle ofS
can be used to define the most unstable IBPA, but this is of
secondary importance. Using Eq. (7), it is possible to summarize
the overall stability of the cascade for the entire IBPA range in
terms of a single parameter.

The contributions to the stability parameter are shown schemat-
ically in Fig. 1. The damping versus IBPA curve resulting from the
experimental data for design point conditions is used in this
example (Panovsky et al., 1997). The approximation using only the
reference blade and its immediate neighbors is indicated by the
solid line. The average value is denoted “S0” and corresponds to
the contributions from the blade on itself. The61 blade pair
contribution is in the form of a sine wave of a single period. This
has an amplitude denoted “S1” in the figure. The least stable point
on the curve is obtained by subtracting this magnitude from “S0”.

There are actually two ways to consider the stability criterion:

1 S . 0 stable
S , 0 unstable

2 S0
R . S1

R stable
S0

R , S1
R unstable

Nomenc la tu re

A 5 matrix of aerodynamic coeffi-
cients

a 5 modal amplitude vector
B 5 work matrix in influence coeffi-

cient domain
b 5 work matrix in traveling wave

domain
c 5 chord

CFD 5 computational fluid dynamics
F 5 discrete Fourier transform opera-

tor
h 5 bending deflection
i 5 imaginary component

IBPA 5 interblade phase angle
k 5 reduced frequency

LPT 5 low pressure turbine

N 5 total number of blades
n 5 normal vector
p 5 pressure
q 5 dynamic pressure
S 5 stability parameter

Sk 5 contribution ofkth conjugate pair
s 5 normalized distance along surface
u 5 physical deflection vector

W 5 work in influence coefficient do-
main

w 5 work in traveling wave domain
x 5 axial coordinate
y 5 tangential coordinate
a 5 torsional amplitude
F 5 matrix of fundamental mode shapes

f 5 phase of complex variable
h 5 coordinate normal to chord
s 5 interblade phase angle
J 5 damping coefficient
j 5 coordinate along chord

Subscripts

k 5 blade number
l 5 index in traveling wave domain

Superscripts

I 5 imaginary component
R 5 real component
-- 5 magnitude of complex variable

Fig. 1 Definition of the stability parameter
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The first has the advantage of giving a single quantity which
provides a direct measure of the stability of a design. With the
second measure, both sides of the inequality could be plotted
versus some parameter of interest. The intersection of the lines
indicates the stability boundary. This second measure has the
advantage that the importance of the reference blade compared to
the adjacent blade pair is apparent in such parameter studies.

The advantage of the stability parameter is that it captures the
important contributions to the damping versus IBPA curve while
filtering out the smaller variations. While these details are impor-
tant for the assessment of a particular design, they may obscure the
more global behavior which is the goal of the present study.
Additionally, the influence coefficients for the 0 and61 blades can
be determined fairly accurately with analyses run at just a few
IBPA, using as few as three distinct IBPA. The parameterScan be
determined from this small set of analyses and the overall stability
determined without the need to run many IBPA to see if the
damping curve crosses over the stable/unstable boundary. This
presents an efficient method for doing parameter studies. An
alternative calculation is to design a computer code around the
stability parameter, determining the unsteady pressures on the
reference blade due to motions of this blade and its immediate
neighbors. These three solutions give the influence coefficients
directly, and thenS can be calculated to determine the overall
stability. The solution in the traveling wave domain could easily be
plotted if desired, by using Eq. (1). This approach may be even
more efficient than using three traveling wave solutions, though
most computational codes are not written with the necessary
conditions on the periodic boundaries. Buffum and Fleeter (1990)
have proposed this type of approach and, in fact, modified a CFD
code to perform calculations in terms of influence coefficients.

The experimental results from the cascade tests were used to
verify the ability of the stability parameter to reliably approximate
the minimum damping value. Comparisons such as the example
given in Fig. 1 were constructed for each of the thirteen steady
conditions described in Nowinski et al. (1998). These comparisons
indicated that the stability parameter is a very good estimate of the
minimum damping value over a wide range of steady conditions
and for three mode shapes. Now that the stability parameter has
been validated using experimental data, it can be applied with
confidence in additional studies.

Effect of Frequency on Fundamental Modes
The first parametric study describes stability trends of the blade

in three fundamental modes as a function of reduced frequency.
The fundamental modes are defined as bending along and normal
to the chord, and torsion about the blade leading edge. Figure 2 is
a sketch of the geometry and coordinate systems. Bending normal
to the chord, in theh direction, will be referred to as the “flex”
mode while bending along the chord, in thej direction, is referred
to as the “axial” mode. For comparison, and to point out some
contrasts, bending along the cascade axial and tangential directions
( x and y) are also considered. These directions are more repre-
sentative for system modes of tip-shrouded LPT blades. The steady
flow in all of these studies is defined by the design point operating
conditions of the actual blade. The range of reduced frequency
assessed is from 0.05 to 0.5, a range which extends beyond
standard designs for both bending and torsion.

Damping Versus IBPA. A summary of the damping coeffi-
cient versus IBPA is shown in Fig. 3 for the three fundamental
modes, with the reduced frequency as a parameter. The most
surprising feature about these curves is the critical (or “flutter”)
reduced frequency, that where the modes become unstable, is
almost identical for each of these modes. This critical reduced
frequency is between 0.2 and 0.3 in each case. This is quite
surprising, since experience suggests that the bending modes are
much more stable than torsion. For each mode, note the smooth
shifting of the curves with reduced frequency. The torsion and flex

modes are least stable near an IBPA of290 deg while the least
stable IBPA for the axial mode is near190 deg.

Because of the surprising result for these fundamental modes,
the analyses were repeated for bending along the cascade axial and
tangential directions (x andy in Fig. 2). A considerable difference
in the flutter reduced frequencies was found in these cases, with
values near 0.1 for cascade axial and 0.4 for cascade tangential.
These results, plus the value found for torsion, are consistent with
engine experience.

The conclusion is that the fundamental modes all having the
same flutter reduced frequency is coincidental, though it may have
some presently unknown physical significance. For any other set of
bending axes, this consistency will not hold. Bending in an arbi-
trary direction can be thought of as a combination of the two
fundamental axial and flex bending modes. It is the difference in
the least stable IBPA for these fundamental modes, as shown in
Fig. 3, which causes the flutter reduced frequency to vary for an
arbitrary bending direction.

Influence Coefficients. Influence coefficients have been de-
termined from the traveling wave results, and their magnitudes are
summarized in Fig. 4. These results show that the primary contri-
butions in all cases are dominated by the reference blade and its
immediate neighbors. It is interesting, though, that the relative
importance of the neighbor blades does change for the various
modes, and the trend with reduced frequency is not always the
same. The reference blade contributions increase with increasing
reduced frequency, indicative of the increased stability expected.
The change in the reference blade with reduced frequency is
similar to the overall trends found by Szechenyi (1985) for fan
blade flutter.

The 21 blade is the dominant contribution for the axial mode
and it, too, increases in magnitude for increasing reduced fre-
quency. Recall, though, that this is de-stabilizing. There is little
change in the21 blades’ contribution in the flex mode, while the
influence decreases with increased reduced frequency for torsion.
For all modes, the contribution of the11 blade grows as the
reduced frequency increases. But the overall importance of this11
blade and the sensitivity to reduced frequency does vary with
mode shape.

Stability Parameter. The stability parameter can be calcu-
lated from the influence coefficients using Eq. (7). As mentioned
previously, it is also worthwhile to consider the contributions from
the reference blade and from the adjacent blade pair individually,
and this is done in Fig. 5 for the fundamental modes. This plot is
more useful than the influence coefficients of Fig. 4 because it

Fig. 2 Definition of fundamental mode shapes
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isolates the contribution of these blades to the damping portion of
the complex work term. Recall that stability benefits from maxi-
mizing the S0 contribution and minimizing theS1 contribution.
Significant features of the resulting trends is that they are nearly
linear with reduced frequency, and the variation of stability (S) is
almost totally a function of the reference blade. The slope of theS
parameter is nearly the same as that forS0, while theS1 contri-

bution is much less affected by the reduced frequency. So one of
the most important outcomes from this study is that the depen-
dence of flutter on reduced frequency is primarily a reference blade
contribution.

For each of these modes, bothS andS0 increase with increasing
reduced frequency. TheS1 contribution varies from a slight in-

Fig. 3 Damping as a function of IBPA for the three fundamental modes Fig. 4 Magnitudes of the influence coefficients for the fundamental
modes
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crease in de-stabilizing influence for the axial mode, to a signifi-
cant increase for flex, to a significant decrease for torsion. This
behavior can be contrasted to the trends found in Fig. 4. For
example, the influence coefficients shown in Fig. 4 for torsion
decrease with increasing reduced frequency for the21 blade, but
increase for the11 blade. It is unclear whether the combination

will increase or decrease the stability. But the benefit to stability is
clear in Fig. 5, since the magnitude of the de-stabilizingS1 influ-
ence is diminishing.

Effect of Mode Shape
The most important design parameter identified through the

experimental correlation effort is the mode shape (Panovsky et al.,
1997; Nowinski et al., 1998). One of the keys to conducting a
complete study of mode shape in a practical and systematic man-
ner is the ability to superpose the three fundamental modes defined
in the previous section to get the equivalent of the torsion axis at
any location. This study also addresses bending modes, since a
torsion axis at infinity generates a pure bending mode. In this
section, this superposition is coupled directly with the stability
parameterS.

Superposition of Fundamental Modes. By exploiting linear-
ity, we can determine the unsteady solution for torsion of ampli-
tudea about any arbitrary location (j, h) by the superposition of
the three fundamental modes. If the aerodynamic work for a
number of locations is to be determined, it is much more efficient
to use superposition rather than direct calculation. Using vector
relations, it is straightforward to show (Panovsky, 1997) that the
amplitude of these fundamental modes is given by

$a~j, h; a!% 5 H hj

hh

a
J 5 aH h

2j
1
J . (8)

Following Whitehead (1987) and Holmes and Cedar (1995), the
work for a torsion axis at the point (j, h) can be obtained directly
by superposing the solutions for the three fundamental modes
through the expression

wl 5 $a% T@bl #$a%. (9)

The derivation of this expression is contained in the Appendix. The
matrix [bl ] is called the work matrix. Each entry of this (33 3)
matrix is the work done by combining the pressures from each
fundamental mode with the displacement of each of these modes.
This matrix is calculated once for the fundamental modes, then the
work for rotation about any point in space is given by substituting
for the {a} in Eq. (9). Note, though, that the work matrix is a
function of IBPA.

Similarly, it is also possible to determine each influence coef-
ficient

Wk 5 $a% T@Bk#$a%, (10)

where [Bk] is the matrix of influence coefficients for the funda-
mental modes for thekth blade. This expression is also derived in
the appendix.

The general procedure, then, is to run the unsteady code in the
three fundamental modes with unit amplitudes through the range
of interblade phase angles. As few as three IBPA’s can be used.
The mode shapes and unsteady pressures from these solutions are
then used to determine the work matrix at each IBPA. From this
series of work matrices, the influence coefficient matrices can be
calculated. Finally, the influence coefficients at an arbitrary point
can be determined using Eq. (10), and then the stability parameter
is found using Eq. (7). Note that it is now very efficient to map out
the stability over an arbitrary range of (j, h). For a choice of steady
conditions and vibration frequency, all that is necessary is to repeat
Eqs. (10) and (7) for any (j, h) of interest. A note on the normal-
ization of the aerodynamic work to obtain the damping coefficient
is also discussed in the Appendix.

Damping Coefficient Map. An intermediate step in this pro-
cess is to determine the damping values as a function of torsion
axis location for each value of IBPA. While this step is not
necessary to determine the overall stability, it does provide useful

Fig. 5 Stability parameter versus reduced frequency, including contri-
butions due to reference blade and adjacent blade pair
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information. An example in Fig. 6 shows contours of damping as
a function of torsion axis for design point conditions at IBPA5
190 deg for a reduced frequency of 0.2. This type of plot will be
used extensively in the studies which follow. To construct this
plot, the damping at each location in a fine (j, h) grid is calculated
by superposing the results from the three fundamental modes, as
given by Eq. (9). This calculation is repeated over the range of
torsion axis locations shown, then contours of these damping
values are produced. For clarity and interpretation, blade profiles
to represent the cascade are included. The reference blade is in the
center of the plot.

The effect of torsion axis is quite evident from this plot. The
aerodynamic damping changes significantly over the plotted range
of axis locations. A large region of instability is centered near the
trailing edge of the reference blade, denoted by the darker shading
and bounded by the nearly vertical zero-damping contours in the
plot. A mode with a torsion axis within this region will be unstable,
while a torsion axis located outside the region will be stable at this
IBPA. The most stable region is for a torsion axis at the leading
edge of the reference blade. Stability also increases as the torsion
axis moves beyond the trailing edge of the reference blade in the
chordwise direction.

The drawback to this type of plot is that it only applies to a
single IBPA. The main goal of a flutter analysis is to determine
whether the design is stable or not. If a design is unstable, the
IBPA at which it flutters is of little consequence. To determine
overall stability, plots such as Fig. 6 would have to be constructed
for each IBPA, and then unstable locations on any plot would have
to be identified. This would obviously be quite tedious and time-
consuming.

Stability Regions Near the Reference Blade. To overcome
the limitations of the damping map, the stability parameter defined
earlier is used. The value ofS corresponds to the least stable
damping value over the entire IBPA range, so that each torsion
axis location can be represented by a single value. A stability
parameter map is generated for the range of torsion axis locations
through superposition using Eqs. (7) and (10). In Fig. 7, stable and
unstable regions are shown for a series of reduced frequencies. The
reference blade is again at the center. At the lowest value of
reduced frequency,k 5 0.05, theentire domain is unstable except
a small region which begins near the true chord line of the
reference blade, passes through the blade’s high-curvature region,
and extends along the cascade tangential direction (y direction,
from Fig. 2). As the reduced frequency increases, this stable region
expands, and a second stable region downstream of the blade row
becomes evident. Both of these regions continue to expand with
further increases in the reduced frequency. At the highest value of
reduced frequency investigated, the unstable region lies off the
blade along a line normal to the aft surface of the blade.

These results seem to imply that reduced frequency is a critical

parameter, while the experimental results indicate that it is of
secondary importance. The study summarized in Fig. 7 can be
somewhat misleading because of the range of reduced frequency
covered. Realistically, only a very small portion of this reduced
frequency range would be within the possible range of variation
for any particular design. In summary, mode shape is the most
important parameter from a design perspective, but reduced fre-
quency must also be taken into account.

Critical Reduced Frequency Map Near the Reference Blade.
The results from the previous section can be overlaid to determine
the value of reduced frequency for which each torsion axis location
becomes unstable. The contour plot of the results is shown in Fig.
8. The contour shading pattern is set up such that a darker shade
indicates less stability. The contour levels in these plots are cut off
at k 5 0.6 to emphasize the range of interest. This is an extremely
useful and enlightening plot. The region toward the lower left is
the least stable, as shown previously in Fig. 7. The most stable
region is toward the upper left corner of this plot, with stability
also increasing to the right. On the reference blade itself, a torsion
axis on the forward portion of the blade is much more stable than
the aft portion.

Figure 8 can be used as a basic design tool. One interpretation
is that by controlling the torsion axis location, it would be possible
to allow much lower reduced frequency than the current guide-
lines. It is quite interesting that at the leading and trailing edges as
well as at mid-chord, the critical reduced frequency is nearly
identical. There is a significant difference between the critical
reduced frequency at the most stable location on the blade (at
approximately 20 percent true chord) and the least stable (at
approximately 60 percent true chord). This leads to a high gradient
between these locations. Since this region is the most likely loca-
tion for the torsion axis of an actual blade, it is not surprising that
previous engine experience has been so erratic while using reduced
frequency as a design criterion. Small changes in these contours as
a function of blade shape or operating conditions for other blade
designs could lead to large differences in critical reduced fre-
quency.

The contours of flutter reduced frequency are roughly aligned
normal to the blade meanline at all locations along the blade
surface. As a result, changes in torsion axis location along the
meanline are much more significant than a shift normal to the
surface. Note that many of the contours coalesce at a point between
the reference blade and its nearest neighbor to the pressure side.
The region around this point contains very high gradients in the
critical reduced frequency contours. This location appears to be a
pivotal point in determining the primary stable and unstable re-
gions, and is the apex of the stable region toward the upper left of
the plot.

A question which naturally arises from these results is the
source of the changes in stability that occur. The two constituents
of the stability parameter—the contribution from the reference
blade and that from the adjacent blade pair—were interrogated.
The goal was to determine whether the isolated blade effects or the
cascade effects are the key driver in the sensitivity to flutter,
because such insight is a key to developing realistic design ap-
proaches. While considering the contributions for the reference
and the adjacent blade pairs did help to explain the patterns found
in the critical reduced frequency maps, they did not provide any
overwhelming insight. The interested reader is referred to Pan-
ovsky (1997) for details.

Critical Reduced Frequency Map Far From Reference
Blade. The behavior in a more global sense is also investigated
by considering a much larger range of possible torsion axis loca-
tions. This larger range provides the behavior for bending-
dominated modes, though the analysis is still performed by con-
sidering torsion about these points. This must be kept in mind
when interpreting the results. For example, if a stable region aligns
itself with some geometric feature, the motion of the blade is

Fig. 6 Damping as a function of torsion axis location for k 5 0.2 and
IBPA 5 90 deg. The reference blade is in the center.
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actually perpendicular to this feature. The descriptions given here
will refer to the location of the torsion axis.

Table 1 summarizes the relationships between the location of

torsion axis, the equivalent bending direction, and the descriptive
name for the mode. The definitions are consistent with the coor-
dinate systems introduced in Fig. 2. As an example, the first entry
indicates the torsion axis is approaching infinity along thej axis.
This is equivalent to a translation of the blade section in theh
direction, which has been previously defined in the fundamental
mode study as the “blade flex” mode.

Regions of instability for this expanded range were determined
as previously presented in Fig. 7. These results were then overlaid
to produce contours of critical reduced frequency, shown in Fig. 9.
The reference blade is again at the center of the domain. Many
blades from the row are included for subsequent interpretation

Fig. 7 Unstable regions (shaded) for various levels of reduced frequency

Fig. 8 Critical (flutter) reduced frequency as a function of torsion axis
location near the reference blade

Table 1 Equivalent bending modes for torsion axes approaching infinity
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purposes. Note that the stability behavior at infinity is symmetric
about the origin (at the center of the plot). This is expected, since
torsion about mirror image pairs of locations correspond to bend-
ing modes with 180 deg temporal phase shifts but no change in the
IBPA. As in the previous plots for torsion axes nearer the reference
blade, small changes in mode shape can give drastically different
flutter frequencies. These results clarify some of the trends seen in
the more-local results shown in Fig. 8 and, in fact, change the
conclusions dramatically from those that would be reached by
considering only that local plot.

In general, there is a highly stable region which lies along the
cascade tangential direction. Since these plots are for the torsion
axis location, the blade motion is normal to this line. Another
stable region lies along a line normal to the aft surface of the blade,
which is close but not quite perpendicular to the previous direction.
The least stable region lies along the cascade axial, with another
region of low stability along the blade axial direction. These
regions converge at the origin, resulting in the high gradients seen
earlier for the truly torsion-dominated modes. Note that large
gradients persist far from the origin. These gradients help to
explain the differences found earlier for the various bending
modes.

Comparisons to Previous Research. The effect of torsion
axis location has been studied previously by other researchers,
though in a much less comprehensive manner than presented here.
Two of these investigations will be summarized, since they are
closely related to the findings of the present study.

Kirschner et al. (1976) conducted an experimental study in a
linear cascade on important parameters for flutter of a turbine
blade, including three different torsion axis locations. The torsion
axes are at approximately 20 percent, 40 percent, and 60 percent
chord, all within the airfoil profile. The experimental results indi-
cate that moving the torsion axis forward is quite stabilizing while
moving the torsion axis rearward is de-stabilizing.

Whitehead (1987) conducted a numerical study using the ge-
ometry of the standard configuration 4 turbine blade (Bo¨lcs and
Fransson, 1986), which included a study comparing the effect of a
small amount of torsion in a predominately bending mode. The
stability for a torsion axis located several chords up and down-
stream in the cascade axial direction is compared to the stability
for a purely bending mode. Whitehead finds that the torsion axis
upstream is very de-stabilizing, while a downstream location is
very stabilizing.

Note that the results of these two investigations are opposite in

trend. However, both outcomes can be explained by the stability
maps of Figs. 8 and 9. For the Kirschner study, moving the torsion
axis forward along the meanline from 40 percent to 20 percent
chord places the torsion axis near the most stable region, as shown
in Fig. 8. Moving from 40 percent chord toward the trailing edge
results in lower stability. In the Whitehead study, all of the torsion
axes are located a few chords from the blade profile along the
cascade axial direction. From Figs. 8 and 9, the region upstream of
the blade is the least stable region overall. Moving downstream a
few chords will give increasing stability. Note that this trend
changes if the torsion axis is pushed farther downstream.

These results show that it is critical to conduct a complete study
which considers all rigid body modes. Extrapolation of the trends
from a small number of torsion axis locations can result in signif-
icant errors. Moving the torsion axis in the upstream and down-
stream directions must eventually produce the same stability be-
havior, because the torsion axis at positive and negative infinity
corresponds to the same bending mode. This is true for any
arbitrary direction, as well. Therefore, any trends obtained from
limited studies must be restricted to the range of torsion axis
locations used. By utilizing the superposition approach, this re-
striction is eliminated.

Limitations on Parameter Studies
Note that only a single two-dimensional airfoil shape was con-

sidered at its design point conditions. A relevant question is the
ability to generalize these results to other blade geometries or even
other flow conditions. It is believed that the trends shown here will
remain valid for most LPT cases. Changes in geometry and con-
ditions will change the precise local values, of course, and for this
reason some amount of margin must be included in designs which
are based on the proposed criteria. But there has been no indication
from any of these studies that LPT flutter behavior is analogous to
“falling off a cliff” as some design parameter is varied. Rather, all
indications are that there is a slow diminishing of stability and then
a smooth transition into the unstable regime. Such behavior indi-
cates that small changes to blade shape or design conditions will
probably have small influences on flutter behavior.

Another qualifier on these studies is that the experimental data
used to validate the inviscid analysis did not cover ranges of
parameters where viscous effects could become more important,
such as at very large incidence angles. For this reason, results from
the inviscid analyses should not be blindly accepted in these
regimes until they have been verified through experiments. In
general, LPT blades do not typically deviate significantly from the
design point incidence for aircraft applications. However, larger
incidence angles do occur in power generation applications. Future
studies should address these concerns as well as other factors
associated with actual LPT blades, such as endwall effects on the
steady flow and structural coupling due to shrouds.

Summary and Conclusions
A stability parameter based on the influence coefficients of only

the reference blade and its two closest neighbors was presented.
This parameter retains the most important contributions to the
overall stability while filtering out small perturbations, giving a
clearer picture of the sensitivity of the blade stability to design
parameters. The entire IBPA range is addressed by this single
parameter, which can be determined from as few as three unsteady
analyses. The stability parameter is more useful than the influence
coefficients because it isolates the contribution of the reference and
adjacent blades to the damping portion of the complex work term.

A study of the fundamental bending and torsion modes showed
that each of these modes becomes unstable for a reduced frequency
in the range 0.2 to 0.3. The flutter reduced frequency for bending
along the cascade axial is considerably lower, which is consistent
with previous engine experience. By utilizing the stability param-
eter, the dependence of flutter on the reduced frequency was shown
to be primarily a contribution from the reference blade.

Fig. 9 Critical (flutter) reduced frequency as a function of torsion axis
location for the expanded range
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The methodology to utilize the stability parameter in conjunc-
tion with a superposition of these fundamental bending and torsion
modes was also presented. This allows a complete and systematic
study of all rigid body modes to be conducted in a very efficient
manner. The use of the stability parameter allows significant
stability trends to be easily identified. The results were presented
as stability maps of the torsion axis location as a function of
reduced frequency. Also provided were similar maps of the flutter
reduced frequency as a function of the torsion axis location.

These studies were summarized in two sets, corresponding to
torsion-dominated and bending-dominated mode shapes. Regions
of maximum and minimum stability were identified. For the
torsion-dominated modes, a torsion axis located on the forward
portion of the airfoil is much more stable than one on the aft
portion. The most stable location is at approximately 20 percent
chord, while the least stable location is near 60 percent chord. For
modes which are dominated by bending, the most stable region is
for torsion axes along the cascade tangential direction. The least
stable region lies along the cascade axial direction.

These stability maps indicate the flutter reduced frequency is
extremely sensitive to the precise location of the torsion axis.
Because performance goals are continually pushing the reduced
frequency to lower values, the sensitivity of stability to mode
shape must be acknowledged. The mode shape must be controlled
in a manner to allow performance to be optimized while maintain-
ing adequate flutter margins. To allow for inevitable blade-to-blade
variations, the torsion axis must also be placed in regions of low
gradients, or additional margin must be included.

The results of the parameter studies presented in this paper
reveal relevant trends which must be taken into account when
designing new blades or when assessing flutter behavior. The
studies indicate a new approach to designing for flutter, namely by
controlling mode shape rather than reduced frequency. This new
design approach can be implemented by the use of the stability
parameter and application of the superposition techniques pre-
sented here.
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A P P E N D I X

Derivation of Superposition Relations
We can represent a torsion mode about an arbitrary location by

obtaining scale factors for the three fundamental modes (refer to
Fig. 2). Linearity and small displacements are assumed. Compu-
tational solutions for the pressures and work are taken to be
available for the fundamental modes run at unit amplitudes, with
the torsion axis located at the origin of the coordinate system. The
term “unit amplitude” implies one chord displacement for the
bending modes and one radian for the torsion.

The scale factors for each of the fundamental modes can be
determined from straightforward geometric relations (Panovsky,
1997), following previous work by Whitehead (1987) and Holmes
and Cedar (1995). It can be shown that given a rotationa about the
(j, h) location, the amplitude of the fundamental torsion mode
must also bea. The scale factors for the fundamental bending
modes are given by

hj 5 1ah

hh 5 2aj. (A.1)

Torsion about this arbitrary point can then be written in terms of
the fundamental modes as

$a~j, h; a!% 5 H hj

hh

a
J 5 aH h

2j
1
J . (A.2)

Note that the functional notation used is meant to imply that
torsion of amplitudea about some point (j, h) is equivalent to
scaling the fundamental modes by the indicated amounts. The
motion of the grid points on the blade surface for rotation about
this arbitrary point is then

$u% 5 @F#$a%, (A.3)

where [F] is the matrix of mode shapes for the fundamental modes
(i.e., the first column is for unit translation in thej direction, the
second column is for unit translation in theh direction, and the
third column is for unit rotation about the origin).

The unsteady pressures for a general motion can be written

$p% 5 @A#$u%. (A.4)

These expressions can be substituted into the work expression
given by

w 5 E ppIuY z n̂ds. (A.5)

The right-hand side can be re-written in its discrete form and
expanded

w 5 p$pIds% T$uY z n̂%

5 p$Im@A#@F#$a%ds% T$@F#$a% z n̂%, (A.6)
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which can be simplified to

w 5 $a% T@b#$a% (A.7)

through some basic linear algebra. This is the same as Eq. (9)
presented earlier.

This expression can be used to determine the damping (by
suitable normalization of the work) for torsion about an arbitrary
point by appropriate superposition of the solutions for the funda-
mental modes. The major limitation is that similar plots would be
required for each IBPA to determine regions of stability through-
out the entire IBPA range. This limitation, though, has been
overcome by extending this approach to obtain similar results for
the influence coefficients and the stability parameter.

The influence coefficients are given by the Discrete Fourier
Transform of the traveling wave components, which will be de-
noted in operator notation as

Wk 5 F~wl !. (A.8)

Note that the convention adopted earlier of usingk for blade
contributions andl for traveling wave contributions has been
retained. The Fourier Transform is a linear operator and substitut-
ing from (A.7) gives

F~wl ! 5 $a% TF~@bl #!$a%. (A.9)

The Fourier Transform of the work matrix is a matrix of the
transforms of the individual work terms,

F~wl ! 5 $a% T@F~bij !#$a%. (A.10)

It is then possible to determine each influence coefficient

Wk 5 $a% T@Bk#$a%, (A.11)

where [Bk] is the matrix of influence coefficients for the funda-
mental modes for thekth blade.

Normalization for Work
Before conducting the calculations of the damping values using

superposition of the fundamental modes, an inadequacy in defini-
tions must be overcome. Following Bo¨lcs and Fransson (1986), the
damping coefficient for a purely bending mode is related to the
dimensional work by

Jh 5 2
w

pqc2h# 2 , (A.12)

whereh is the plunging amplitude normalized by the chord. The
damping coefficient for torsion is

Ja 5 2
w

pqc2a# 2 . (A.13)

In the superposition results, we want to consider every rigid
body mode as a torsion about some axis. In the limit, a torsion axis
approaching infinity corresponds to a bending mode of the blade.
A problem arises in that the damping coefficient in Eq. (A.13) is
basically the work per radian of rotation. For a torsion axis at
infinity, the translation of the blade becomes infinite, as does the
damping coefficient. Ideally, the damping coefficient for torsion
would asymptote to the coefficient for bending, which would
require a translational motion of one chord.

Clearly, an alternative approach must be used, and an additional
normalization is employed here. Constraints on the normalization
are that it cannot affect the algebraic sign on the damping coeffi-
cient, and it must be a continuous function. The condition chosen
is that, regardless of the torsion axis location, the sum of the
displacements of the leading edge and the trailing edge must be
one chord. This is obviously satisfied by a unit radian rotation
about the leading edge, trailing edge, and mid-chord (linear mode
shapes are used, as always). The derivation of the general expres-
sion is straightforward (Panovsky, 1997), and is given by

a 5
1

Îj 2 1 h 2 1 Î~j 2 1! 2 1 h 2 . (A.14)

This normalization does not quite reach the desired goal of
consistency with the definition of the damping coefficient for
bending. As the torsion axis approaches infinity, the leading and
trailing edge each move one-half chord with the current normal-
ization, rather than the full chord obtained by using Eq. (A.12). As
a result, the damping coefficient is different by a factor of four.
Note that this will not change the location of any of the resulting
stability boundaries.
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Studies of a Heat-Pipe Cooled
Piston Crown
Designing pistons with effective cooling is crucial to preventing piston failure and
improving engine service life. A piston design that incorporates the heat-pipe cooling
technology may provide a new approach that could improve the thermal-tribological
performance of heavy-duty diesel engine pistons. A simplified piston crown with an
annular reciprocating heat pipe is constructed to demonstrate this concept. The piston
crown is experimentally tested on a specially designed reciprocating apparatus. Experi-
mental data indicate that the annular heat-pipe cooling can greatly assist in reducing the
temperature gradient and peak temperature along the ring bank. In order to predict the
performance in a more realistic piston working condition, a three-dimensional finite
element modeling is used to analyze the thermal performance of this annular heat-pipe
cooled crown (AHPCC). The heat-transfer coefficient under the reciprocal environment of
the experimental apparatus and the effective thermal conductance of the heat pipe are
determined by correlating the numerical calculations with the experimental measure-
ments. The results indicate that the heat-pipe-cooling concept presented in this paper can
provide an effective means for piston temperature control under real piston operating
conditions.

1 Introduction
Effective piston cooling is crucial to preventing engine failures

and improving its thermal efficiency and service life. A higher
temperature of charge in an engine combustion chamber may be
preferred for higher engine efficiency. However, this high temper-
ature may adversely affect engine elements and cause considerable
thermal-tribological problems. Piston scuffing in diesel engines,
particularly at the piston/piston-ring/cylinder-liner interface, is a
serious problem which degrades engine performance and shortens
engine life. Among the assembly elements, the piston is the most
vulnerable one. Because of the reciprocating motion of the piston
assembly, efficient piston cooling is difficult to achieve through
conventional cooling methods, such as crankcase oil splashing and
internal gallery circulation for heavy duty diesel engines, as de-
scribed by Law and Day (1969) and Mihara and Kidoguchi (1992).
Because of the combustion and the nonuniform cooling conditions,
the temperature in the piston is nonuniform. The maximum tem-
perature difference in the ring area may be as large as 100–140°C,
depending on the cooling conditions (Monro and Griffiths, 1979).
This nonuniformity contributes to the piston structural distortion
and variation of the piston working clearance, which eventually
affects the tribological performance of the piston.

For the aforementioned reasons it is necessary to search for a
new piston design that is able to tolerate a higher temperature in
the combustion chamber and at the same time retain a reasonably
low temperature level at tribological interfaces with improved
temperature uniformity. Development of pistons by incorporating
heat-pipe-cooling technique suggests a direction to achieve these
goals because of the superb heat transfer capability of the heat
pipe. The piston motion requires that the heat pipe be subject to the
same reciprocal motion that the piston experiences. For this rea-
son, reciprocating heat pipes have been developed and extensively
studied (Cao and Wang, 1995a, 1995b; Wang et al., 1995). The
reciprocating heat pipe, like many conventional heat pipes (Cotter,
1965; Cao and Faghri, 1992), has an evaporator at the heat input
section and a condenser at the cooling section. Evaporation in the

evaporator section and condensation in the condenser section
result in a very effective heat transfer path and a very high heat
conductance. The return of the condensate to the evaporator sec-
tion in a reciprocating heat pipe is achieved by means of the
dynamic action of the heat pipe. Because of this dynamic motion,
the liquid phase convection is also an effective means of heat
transfer. It has been proven that the reciprocating heat pipe has a
similar or higher thermal conductance compared to that of con-
ventional heat pipes (Ling et al., 1996).

This paper reports the development and modeling of a simplified
annular heat-pipe cooled piston crown (AHPCC). The annular heat
pipe is an extension of the reciprocating heat pipes mentioned
above. Due to its cylindrical shape, the heat pipe can comply with
the piston structure and the engine-operating environment. This
annular heat pipe has the potential to cool the piston ring area
effectively and thus maintains the piston ring-bank at a reasonably
uniform temperature. The AHPCC serves as a prototype for prov-
ing the possibility of using such an annular heat pipe in a real
piston for the piston temperature control. In addition to experi-
mental tests, a finite element modeling (FEM) is employed to
simulate the AHPCC operation under severe working conditions.
Models for a simplified crown without the heat-pipe working fluid
and a solid-wall crown were also developed for experimental
correlation and comparisons with those of the AHPCC.

2 Description of the Simplified Piston Crown Incorpo-
rating an Annular Reciprocating Heat Pipe

The annular heat pipe is a cylindrically shaped element with an
annular cavity that is vacuumed and filled with a working fluid. A
simplified piston crown with an annular heat pipe was fabricated
and shown in Fig. 1, which consists of an inner adapter and an
outer ring. This simplified crown has the basic features of a real
engine piston crown of a two-piece articulated diesel-engine pis-
ton, which usually has a steel crown and an aluminum-alloy skirt.
The current piston crown would simplify the complex geometry of
a real steel crown and can be used to evaluate the cooling effec-
tiveness of the annular heat pipe. The inner adapter and outer ring
were assembled through a tight fit and welding at two ends to form
the “crown” that has a top land (the top flat end) and a ring-bank
area (the side grooved region). The clearance between the shoul-
ders of these two pieces results in an annular heat-pipe cavity
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parallel to the piston ring bank, complying with the piston geom-
etry. A central hole on the top land was made for connecting the
“crown” onto a reciprocating tester for experimental study.

The AHPCC was made of stainless steel 316. After properly
evacuating the heat-pipe cavity, an amount of liquid methanol was
filled into the heat pipe as the working fluid. It was expected that
the chaotic fluid-vapor motions in the heat pipe due to the piston
reciprocation could facilitate an enhanced heat transfer process in
the heat pipe both circumferentially and longitudinally. As a result

of this enhanced heat transfer in both the longitudinal and circum-
ferential directions, the piston ring-bank area could become iso-
thermal at a desired temperature level.

In order to simulate a non-symmetric heat-transfer condition as
it would occur in a real engine piston, an offset heater, as shown
in Fig. 2, was used. Two additional holes were made on the top
land near the central hole to reduce the heat conduction rate from
the heater to the opposite side of the top land, which would create
a more severe nonsymmetric heat input condition on the top land.

Fig. 1 Structure of the simplified piston crown with an annular heat pipe

Fig. 2 Heat input and temperature measurement. (A total of 24 thermocouples were used.
They were in five circles, three of them were on the outer surface and the other two were on
the inner surface. The thermocouples on each circle were 90 apart forming eight lines in the
longitudinal direction.)
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To test the heat-spreading effectiveness of the annular heat pipe,
the top land of the simplified crown was covered by a heat-
insulation layer to minimize the heat loss there.

3 Experimental Setup and Results
The simplified crown shown in Fig. 1 was fabricated and tested

under the conditions of with and without the heat-pipe cooling. It
was expected that with the same structure and heater arrangement
for the heat pipe crown and nonheat pipe crown, the testing data
obtained should yield an accurate comparison.

A piston reciprocation tester was used for the experimental
investigation. Figure 3 shows a photograph of the apparatus. It
utilizes the piston reciprocal motion of a single-cylinder internal
combustion engine, Briggs and Stratton model 1904009 with a
piston stroke of 69.85 mm. The testing crown was connected to the
piston of the apparatus through a thread adapter so that it could
experience the same motion as that of the piston. A Balder electric
motor, model M3559T, was used to drive the engine through a
belt. The speed of the motor, which is the same as that of the
engine crank, was controlled by a Toshiba motor controlling
driver, model VFSX-2022p. A plastic cylindrical chamber was
built to facilitate the observation and for the safety considerations.

An electric heater (Omega KH 212/10 flexible heater) was used
as the heat source, and the heat input was controlled by a variable
auto-transformer (type 3PN1010V). Both the ring-bank and top-
land temperatures were measured through thermocouples. A total
number of 24 thermocouples were used to obtain the temperature
distributions in the piston crown, and their dispositions are given
in Fig. 2. The thermocouples were located along five measurement
circles at both inner and outer crown surfaces, namely, outer-top,
outer-central, outer-bottom, inner-top, and inner bottom. They
were also arranged along eight lines in the longitudinal direction,
namely, lines 1 through 4 at the inner surface and lines 1 through
4 at the outer surface. The thermocouples along each circle were
90 deg apart with line 3 being opposite to line 1 and line 4 opposite
to line 2. The vertical distance between the top and bottom circles
was about 39 mm. The inner measurement circles were in between
the adjacent outer measurement circles and were separated by the
same distance as that of the outer measurement circles. In addition,
four other thermocouples, numbered 21 through 24, were attached
to the top-land area, as indicated in Fig. 2. An automatic temper-
ature data acquisition was achieved through an Omega Tempscan/
1000A high-speed temperature measurement system.

In the present experiments, the top land of the simplified crown
is the heat-receiving region. As a result, the end of the annular heat
pipe adjacent to the top land would work as the evaporator and the
rest of the heat pipe portion would work as the condenser. In a
static state, the heat transfer mechanisms of the annular heat pipe

in the longitudinal direction should be similar to that of a conven-
tional heat pipe. The reciprocal motion of the annular heat pipe
with the piston would overcome the adverse effect of the gravity
and facilitate the liquid return from the condenser section to the
evaporator section. It was expected that both the vapor flow and
the liquid impingement in the heat pipe could greatly enhance the
heat transfer in both circumferential and longitudinal directions.

Figure 4 shows the maximum temperature differences in the
ring-bank area of the piston crown with and without the heat pipe
cooling. For all of the tests, the electric heater was fixed at the
same location on the top-land area as indicated in Fig. 2. During
the reciprocating tests, the simplified crown was heated to a
desired temperature prior to starting the reciprocating motion. The
reciprocating-test results indicate that the annular heat pipe can
quickly react to power changes and effectively control the tem-
perature distribution in the ring-bank area. The results also show
that the heat-pipe cooling can lead to a uniform ring-bank temper-
ature distribution without significantly affecting the top-land tem-
perature level. It can be anticipated that this uniform temperature
will greatly benefit future engine development for a higher power
density and better thermal-tribological performance. The testing
results show in Fig. 4 are for those with a power input of 51 W and
a reciprocating frequency of 7 Hz. Additional experimental results
at different power inputs and reciprocating frequencies have been
reported by Mignano et al. (1998), and all those results give the
same trend as that shown in Fig. 4.

Although the experimental data have proven the feasibility of
the heat pipe cooling concept and the cooling effectiveness of the
heat pipe, a direct application of the data to the piston design is
limited. First, the experiments were conducted at a much lower
temperatures than that of a piston working under a real engine
condition because of the power capacity of the heater. Second, the
reciprocating frequencies of the tester is limited to an extent that
the heater and thermocouples would not be torn apart. Finally, the
working fluid used in the heat pipe might not be practical for a real
piston crown. The selection of methanol as the heat pipe working
fluid is based on the compatibility of the working fluid and the
material of the tested piston crown. In a future study, a working
fluid such as water should be used in the heat pipe, which would
allow the piston crown to work at a higher temperature. A finite
element analysis should be conducted to remedy the aforemen-
tioned shortcomings and provide more information for the piston
crown design. The experimental data collected in this study could
be used to verify the finite element model and determine the
unknowns in the modeling. Once the numerical model is verified,
it could be used to predict the cooling effectiveness of the heat pipe
under wider working conditions.

Fig. 4 Comparisons of the maximum temperature differences in the
ring-bank area of the simplified piston with and without the heat pipe

Fig. 3 Photograph of the reciprocating engine-simulation tester
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4 FEM Modeling
In this study, an ANSYS-based FEM analysis is conducted with

the assistance of experimental measurements described earlier.
Three simplified piston crowns based on two structures were
numerically studied. The first crown structure is illustrated in Fig.
5(a) with an annular heat pipe channel. After the heat pipe channel
is evacuated and filled with an amount of working fluid, the piston
crown becomes an annular heat-pipe cooled crown (AHPCC). For
the purpose of benchmark comparison, two additional piston
crowns were also studied. The first crown for this purpose is based
on the same crown structure as shown in Fig. 5(a) but without
charging any working fluid. Because of the lack of working fluid
in the heat pipe channel, the heat transfer in the crown is due to
pure heat conduction without heat pipe cooling effect. The second
piston crown for the comparison purpose is a solid piston structure
shown in Fig. 5(b). For convenience, the three piston crowns
mentioned above are referred to as models 1, 2, and 3 in this paper.
As mentioned earlier, both model 2 and model 3 are for the
benchmark comparisons with model 1 (AHPCC) to illustrate the
heat-pipe cooling effectiveness. Each modeled structure includes
the simplified crown and an insolating material on the top land for
(Fig. 6). For all three models, the ring grooves were neglected for
simplicity. The thermal analysis of the simplified crowns is basi-
cally to solve heat conduction equations subject to appropriate
convective heat-transfer boundary condition due to the reciprocat-
ing motion of the piston. In the numerical modeling, the heat
source applied to the heating area shown in Fig. 2 was actually
sandwiched in between the top land of the simplified piston crown
and the insolating material. The annular heat pipe can be treated as
an isotropic conductor whose effective thermal conductance
should be determined by correlating numerical results with the
experimental measurements. The governing equations and the
corresponding boundary conditions are given as follows.

For model 1, the general steady-state heat transfer can be de-
scribed by the following heat-conduction equation:



x S k
T

xD 1


y S k
T

yD 1


z S k
T

zD 5 0 ~x, y, z! [ V

(1)

Since the numerical model includes three regions, i.e., piston
crown material, annular heat pipe, and insulating material on the
top land, the thermal conductivity in the above equation would
vary as follows:

k 5 khp, ~x, y, z! [ Vhp (2)

k 5 kinso~x, y, z! [ V inso (3)

k 5 kcr , ~x, y, z! [ Vcr , (4)

wherekcr, khp, andkinso are, respectively, the thermal conductivity
of crown material, effective thermal conductance of the annular
heat pipe, and thermal conductivity of the insulating material, and
the subscripts,hp, inso, and cr refer to the heat pipe, insolating and
crown materials. In the heat input region, a given heat generation
rateF is specified. On the boundary surfaces that are exposed to
the air, the following boundary conditions are given:

ki

T

nj
5 2b~T 2 T` !, (5)

wherenj is the normal of boundaryj . The heat conductivity,ki ,
would take a different value at different regions. The value of heat
transfer coefficient,b, would also vary at different locations due to
different cooling conditions. In the current study,b was considered
as an average of the heat-transfer coefficient.

Equations (1) through (5) completely describe the heat transfer
problem for the AHPCC (model 1). For models 2 and 3, the
governing equations and boundary conditions are similar except
for the annular heat pipe region. Figure 6 presents the FEM meshes
for the crown and the isolator. A total of 2700 isoparametric
tetrahedral elements were used in the modeling. The same group of
equations and meshes should be applied to model 2 without the
heat-pipe working fluid by settingkhp to be zero and to model 3 for
the solid-wall crown by changingkhp into kcr in the annular heat
pipe region. In all three models, the thermal conductivity of the
crown material,kcr, is taken to be 16.6 W/m°C based on the actual
material used. The convective heat transfer coefficient,b, with
respect to the reciprocating environment and the effective thermal
conductance of the annular heat pipe,khp, are unknown. These
values can be determined, however, by employing the reciprocat-
ing test results reported earlier. In this study, the experimental
results obtained at 51 W heat input and 7 Hertz reciprocating
motion, which are presented in Fig. 4, were employed to determine

Fig. 5 Simplified piston crowns with and without the heat-pipe channel,
(a) with the annular heat-pipe channel; and ( b) without the annular heat-
pipe channel.

Fig. 6 FEM meshes for the simplified crown and the isolator on the top
land: ( a) the isolator; ( b) the simplified crown.
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the values of the heat transfer coefficient,b, and the heat-pipe
effective thermal conductance,khp. The measured temperature
distribution from the crown without the heat-pipe working fluid
(model 2) were used first to determine the heat transfer coefficient,
b, by minimizing the root-mean-square (RMS) errors of the cal-
culated temperatures,Tc, relative to the measured ones,Tm, simply
using the trial and error method:

Error ~b! 5 Î1

n O
l51

n

~Tcl 2 Tml!
2, (6)

wheren is the number of data compared. A value of 30 W/(m2°C)
was obtained forb corresponding to the experimental reciprocat-
ing environment with a RMS error of 6.9°C. Thisb was then
applied to the model for the AHPCC (model 1) to determine the
effective heat conductance,khp, for the annular heat pipe. The
same methods of correlating the experimental data with the nu-
merical results and minimizing the RMS errors at the same recip-
rocating and heat input conditions were adopted:

Error ~khp! 5 Î1

n O
l51

n

~Tcl 2 Tml!
2. (7)

The nearly uniform temperature in the ring area obtained from
experiments suggests that it is appropriate to treat the annular heat
pipe as an isotropic material having a very high effective heat
conductance. With an RMS error of 1.33°C, the value ofkhp was
found to be about 3980 W/m°C, which is about 240 times that of
the crown material,kcr.

5 Numerical Results and Discussion
Once the values ofb andkhp are obtained, the numerical models

can be used for a comparative study of the thermal performance of
the simplified crown. Before the numerical model is actually used
to predict the performance of an AHPCC, however, the accuracy
of the model must be verified in comparison with the correspond-
ing experimental data. Figure 7 presents the calculated and mea-
sured ring-bank temperatures for the AHPCC (model 1). The
comparisons indicate that the FEM models thus developed can
closely predict the performance of the simplified crown for thermal
analyses.

After the verification, these finite element models described
above were employed to analyze the thermal performance of the
simplified crown at higher heat inputs and working tempera-
tures. It should be noticed that the effective thermal conduc-

Fig. 7 Comparison between the calculated and measured ring-bank
temperatures for the simplified crown represented by the solid model
structure in Fig. 5( a): (a) on the inner surface of the ring area, without the
annular heat pipe (model (2)); ( b) on the outer surface of the ring area,
without the annular heat pipe (model (2)); ( c) on the inner surface of the
ring area, AHPCC (model (1)); and ( d ) on the outer surface of the ring
area, AHPCC (model (1)).

Fig. 8 Calculated ring-bank temperatures for the crowns with a heat
input of 255 W: ( a) without the annular heat pipe (model (2)), solid
structure shown in Fig. 5( a); (b) without the annular heat pipe (model (2)),
solid structure shown in Fig. 5( b); and ( c) with the annular heat pipe
(AHPCC, model (1)).
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tance of the heat pipe might increase as the heat input is
increased (Chen et al., 1998). However, using the thermal-
conductance value determined at a lower heat input for higher
heat-input cases would yield conservative estimations on the
heat-pipe performance. Temperature distributions for the AH-
PCC (model 1), the crown without the heat-pipe working fluid
(model 2), and the crown with a solid-wall (model 3) were
analyzed at 255 W and 510 W heat inputs. Figures 8 through 11
present the results in terms of temperature distributions (Figs. 8
and 10) and isotherms (Figs. 9 and 11). As can be seen, models
2 and 3 without the heat pipe cooling yield similar thermal
performances with very high ring-bank temperature gradients.
As expected, the heat-pipe cooling significantly contributes to
the temperature uniformity and peak-temperature reduction
(model 1). The maximum temperature difference for the sim-
plified crown with the solid wall (model 3) at 255 W is about
215°C. This difference is reduced to 13°C by the heat-pipe
cooling (model 1), which is only 6 percent of the former.
Similarly, the maximum temperature difference in the AHPCC
for the case with a 510 W power input is only about 6 percent

of that for the solid-wall crown having the same heat input. The
temperature distribution can also be clearly viewed through
isotherm maps, which reveal that the annular heat pipe makes
the ring-bank area almost isothermal. For both heat inputs, the
peak temperatures along the ring bank are reduced to about 60
percent of the peak values in the conventional crown as a result
of the annular heat pipe cooling. Because the current analyses
are based on conservative values of the heat pipe effective
thermal conductance, the trend of temperature uniformity and
peak-temperature reduction for real pistons with combustion
heat input should be similar or even more favorable.

Operation of the simplified crown under higher frequencies of
reciprocation was not conducted. However, previous studies re-
vealed that at a higher reciprocating frequency, the working fluid
impingement inside a reciprocating heat pipe is enhanced and as a
result, the heat-pipe performance can be more notably improved
(Wang et al., 1996a).

6 Conclusions
A simplified piston crown with an annular reciprocating heat

pipe has been developed to investigate the effect of heat-pipe
cooling on the piston-crown temperature distribution. Experimen-
tal investigations were conducted to verify the working mecha-
nisms of the annular heat pipe under a reciprocating motion and
confirm the effect of heat-pipe cooling on piston temperature
control. Ansys-based FEM models have been developed by cor-
relating the numerical results with the experimental measurements.
The effective thermal conductance of the annular heat pipe was
found to be about 3980 W/m-°C, about 240 times that of the crown
material.

The FEM models were then applied to analyze the perfor-
mance of the simplified crowns at higher power inputs. The
results indicate that the annular heat-pipe cooling can greatly
assist in reducing the temperature gradient and peak tempera-

Fig. 10 Calculated ring-bank temperatures for the crowns when the heat
input is 510 W: ( a) without the annular heat pipe, solid model shown in
Fig. 5(a); (b) without the annular heat pipe, solid model shown in Fig.
5(b); and ( c) with the annular heat pipe.

Fig. 9 Isotherms for the crowns when the heat input is 255 W: ( a)
without the annular heat pipe, solid model shown in Fig. 5( a); (b) without
the annular heat pipe, solid model shown in Fig. 5( b); and ( c) with the
annular heat pipe.
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ture along the ring bank. It is anticipated that this heat-pipe
cooling technique can function well under the working condi-
tions of a real engine. It may also be expected that the uniform
ring-bank temperature will significantly benefit the develop-
ment of future engines with a high power density and excellent
thermal-tribological performance.
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Emission Control Through Cu-
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Catalysts based on X-zeolite have been developed by exchanging its Na1 ion with Copper
ions and its effectiveness in reducing NOX in an actual SI engine exhaust has been tested.
Unlike noble metals, the doped X-zeolite catalysts, studied here, exhibit significant NOX

reduction for a widel range and exhibit a slow rate of decrease with increase inl ratio.
Back pressure developed across the catalyst bed was found to be well-affordable and
power loss due to back pressure is only minimal. During 30 hours of testing of the
catalyst, no significant deactivation was observed. Additionally a mathematical model has
been developed to predict the performance of the catalyst and to validate that against
experimental results. Results predicted by the mathematical model agree well with the
experimental results and absolute average deviation of experimental conversion efficiency
is found to be less than 5 percent of the predicted value.

Introduction
Three-way catalytic (TWC) converters containing noble metal

catalysts are extensively used for simultaneous control of all the
three principal pollutants in automobile exhaust, carbon monoxide
(CO), oxides of nitrogen (NOX), and unburnt hydrocarbons (HC)
(Taylor, 1983). Besides high and rapidly increasing prices, TWCs
are handicapped by their limited effectiveness only within a very
narrow range of air-fuel ratio near stoichiometric (l 5 1) (Held et
al., 1990). During lean A/F ratio operation, NOX conversion falls
drastically due to competition for adsorption sites on catalyst
surfaces with excess oxygen (l . 1) present in the feed gas or
released by the decomposition of NOX. Thus the fuel economy
improvement potentiality of the currently developing lean-burn
gasoline engines, which can improve engine efficiency up to 15
percent compared to current SI engines with TWC and even
greater for DI-gasoline engines (Ko¨nig, 1993), can only be utilized
if a suitable catalytic system for converting NOX even in an
oxidizing atmosphere is available. In recent studies, metal-doped
zeolite catalysts have been reported to be a strong candidate for
selective catalytic reduction (SCR) of NOX in presence of different
reducing agents. Several researchers have reported high NOX

conversion by hydrocarbons such as ethylene and propylene in a
net-oxidizing atmosphere over metal-exchanged ZSM-5 catalyst
(Table 1). A recent comprehensive review (Bhattacharyya and
Das, 1999) exhaustively summarizes the studies that have been
reported in this area.

Presence of reducing agents like HC, CO, ammonia, urea etc. in
the exhaust gas feed increases the selectivity of NOX reduction
over zeolite catalysts. Held et al. (1990) have reported detailed
results of selective NOX reduction over different zeolites in pres-
ence of HC, NH3, and urea. At present it appears more economical
to look for a catalyst to reduce NOX by a reducing agent like CO
and/or HC which are already present in auto engine exhausts.
Iwamoto and Mizuno (1993) observed that presence of hydrocar-

bons like C2H4, C3H6, C3H8, and CO enhanced the performance of
Cu-ZSM-5 catalyst even in presence of oxygen in the exhaust feed.

The present work was undertaken with a view to study the
potentiality of copper-exchanged X-zeolites for reduction of NOX

in an actual SI engine exhaust and to develop a mathematical
model for predicting the performance of a packed bed catalytic
reactor containing this catalyst. Although X-zeolite is character-
ized by similar properties as Y-zeolite, very little work have been
reported on application of X-zeolite in automotive emission con-
trol.

Experimental Study
Zeolites are crystalline, hydrated aluminosilicates of group I and

group II element, as formed in nature or in synthesized form.
Zeolites are formed of AlO4 and SiO4 tetrahedra, bonded together
via the oxygen atoms and assembled in such a way as to constitute
cavities, cages and channels, uniformly penetrating the entire
lattice volume and thus generating a high internal surface area
available for adsorption and catalytic processes (Breck, 1974). The
properties of zeolites or molecular sieves which make them par-
ticularly suitable for use as catalysts are their large surface area,
well defined and uniform pore structure, well defined crystal
structure, temperature stability, easy ion-exchange method and
reproducibility in various forms.

The copper-exchanged X-zeolite (Cu-X) has been developed by
ion-exchanging of 13X zeolites in pelleted form (3.0 mm average
diameter) with cupric chloride (CuCl2, 2H2O). When the molecu-
lar sieves are slurried with distilled water, the pH rises to between
10 and 11, which is sufficient to precipitate the hydroxides of many
transition metals. Thus, to avoid producing a catalyst with a
supported oxide component, it is necessary to reduce the pH before
attempting ion-exchange, but not to a value less than 5, where the
removal of aluminum from the sieve itself would lead to collapse
of the structure. The transition metal salts were dissolved in
distilled water and added to the zeolite slurry and the pH value was
maintained at;6 by adding HCl. The mixture was continuously
stirred at warm temperatures. When the supernatant liquid became
colorless, indicating complete ion-exchange, the zeolites were
filtered and washed with distilled water. Finally, the solid was
oven dried in air and then activated by heating for several hours.
The degree of ion-exchange of the catalyst, calculated assuming
that all the metal ions used were completely exchanged, is 49.6
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percent for Cu-X catalyst. The crystallinity of the zeolites remains
fairly unaffected by the various treatments that they have to
undergo for metal exchange, as is evident from the X-ray diffrac-
tion studies of the exchanged catalysts. The test conditions includ-
ing inlet exhaust gas composition is shown in Table 2.

A commercial 3-cylinder, water-cooled, 4-stroke, 800 cc spark
ignition engine test rig (Fig. 1), coupled to a hydraulic dynamom-
eter, was employed for studying the performance of the catalysts.
The catalyst bed was attached to the exhaust manifold of the
stationary engine with the provision for heating and regulating the
exhaust gas flow rate through the catalyst bed. A mild steel tube,
5 cm in diameter and 60 cm long, was used for housing the
catalyst. As the catalyst bed was kept at a distance of about 1 m
from the engine exhaust manifold, it was sometimes difficult to get
the higher temperatures, particularly during lower flow rates of
gas. To overcome this problem, a heating element was employed
to heat the exhaust gas, when required, within the first 30 cm
length of the tube, before it entered the catalyst bed. NOX concen-
trations upstream and downstream of the catalyst bed are measured
on-line by an electro-chemical type gas analyzer. The catalyst has
been investigated for a wide range of engine A/F ratio, space
velocity (SV) and temperature of exhaust gas. Detailed description
of the test rig has been reported in Das et al. (1997).

Model Development
A mathematical model has been developed from fundamental

heat and mass transfer considerations to predict the composition of
exhaust gas at the outlet of a cylindrical packed bed reactor with
radiusR and lengthL. The exhaust gas is composed of different

gas species and concentrations of each of these species as well as
temperature and flow rate of the gas mixture upstream of the
reactor are inputs to the model which, in turn, predicts the con-
centrations and percentage conversion of each of the gases down-
stream of the reactor bed.

The conversion performance and thermal responses of a cata-
lytic converter are coupled. The rates of chemical reactions in
converters are highly nonlinear functions of temperature. Con-
versely, heat released during reactions contributes to the thermal
response. This coupling implies that a realistic converter model
must solve chemical and thermal problems simultaneously. Com-
plex physical/chemical phenomena occurring in a converter in-
clude the heat and mass transfer between the exhaust gas and
catalyst surface, convective heat and mass transport, chemical
reactions and the attendant heat release, heat conduction to the
solid and heat loss to the surroundings.

The present model is a two-dimensional heterogeneous model
which considers radial and axial variation of temperature and
concentration of each species in the bulk gas phase and those
inside or at the surface of the solid catalyst. Thus there are two sets
of equations: one for the bulk gas phase and another for the solid
phase. The model also considers intraparticle gradients of temper-
ature and concentrations by making use of the effectiveness factor,
h, which is defined as the ratio of the actual rate of reaction to that
in the absence of the diffusional limitations, that is, when the
surface conditions prevail throughout the particle. Thus,

h 5
Actual reaction rate at conditions inside the particle

Reaction rate at surface conditions

5
Ri ~C, T!

Ri ~Cs, Ts!

Governing Equations
A particular speciesi in a mixture of gas is considered to be

consumed by chemical reaction in a cylindrical reactor of radial
co-ordinater and axial co-ordinatez. Neglecting axial dispersion
effect and radial velocity of gas, the steady-state gas and solid
phase mass conservation equation of the species and the energy
conservation equation for the fully developed gas mixture in a
packed bed with void fractione, can be written as follows (Wasch
and Froment, 1971).

Gas Phase.

e$er,iS  2Cg,i

r 2 1
1

r

Cg,i

r D 2 Us

Cg,i

z
5 kg,i av ~Cg,i 2 Cs,i !;

i 5 1, 2, 3, . . . , 9 (1)

l er
g S  2Tg

r 2 1
1

r

Tg

r D 2 rgCpgUs

Tg

z
5 hgav ~Tg 2 Ts! (2)

Table 1 Selective reduction of NO over metal-exchanged zeolite cata-
lysts

Table 2 Catalyst test conditions

Fig. 1 Experimental test set-up
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Solid Phase.

kg,i av ~Cg,i 2 Cs,i ! 5 h i Rirb ; i 5 1, 2, 3, . . . , 9 (3)

l er
s S  2Ts

r 2 1
1

r

Tg

r D 1 rb O
i51

n

@~2DH! ih i Ri # 5 hgav ~Ts 2 Tg!

(4)

In the above equations, subscriptsg ands are used to differentiate
between solid and gas phases and the subscripti represents a
specific species in the exhaust gas which is considered to be a
mixture of nine different species withi 5 1:CO, 2:NO, 3:H2,
4:C3H6, 5:CH4, 6:O2, 7:CO2, 8:H2O, and 9:N2. $ er,i is the effective
radial diffusivity of thei th species of gas,l er

g andl er
s are effective

radial conductivities of gas and solid, respectively,kg andhg are
gas-to-solid mass and heat transfer coefficients,av is the total
external surface area of catalyst per unit catalyst volume,Us is the
superficial flow velocity which actually is the velocity through the
empty bed,r g and Cpg are density and specific heat at constant
pressure of gas, respectively. In the solid phase,r b is the bulk
density of the catalyst bed,Ri is the rate of the reaction involving
the i th species andh i and (2DH) i are the corresponding effec-
tiveness factor and heat of reaction, respectively.

Boundary Conditions
At z 5 0 and 0# r # R:

Cg,i 5 C0,i , Tg 5 T0.

At r 5 0 and 0# z # L:

Cg

r
5 0,

Tg

r
5

Ts

r
5 0.

At r 5 R and 0 # z # L:

Cg

r
5 0, 2l er

g
Tg

r
5 a w

g~Tg 2 Tw!,

and

2l er
s

Ts

r
5 a w

s ~Ts 2 Tw!.

At the catalyst bed inlet, concentration and temperature of the gas
are given by the inlet conditions,C0,i andT0, and at the axis of the
cylindrical reactor, mass transfer in gas and heat transfer in gas and
solid are zero because of symmetry. At the cylinder wall, mass
transfer is again zero and total heat transfer to the wall is logically
split to consider heat transfers from gas and solid phases sepa-
rately.

Determination of Model Parameters
Instead of considering one lumped effective conductivity as

done in two-dimensional pseudohomogeneous model (Yagi and
Kunii, 1957), the radial effective conductivity for the gas phase,
l er

g , and that for the solid phase,l er
s is distinguished and conse-

quently the following expressions may be derived forl er
g andl er

s :

l er
g 5 e~lg 1 bdphrv 1 rgCpg$er! and

l er
s 5

b~1 2 e!

g

ls
1

1

lg /f 1 hpdp 1 hrsdp

,

where l g and l s are thermal conductivities of gas and solid,
respectively.

The theoretical expression for the effectiveness factor,h, can be
written as (Satterfield, 1970)

h 5
3f9 coth ~3f9! 2 1

3f9 2 where, f9 5
Vp

Sp
Îkrs

$e
,

wheref9 is the modified Thiele modulus. The effective diffusivity
inside catalyst,$ e, can be computed by means of Bosanquet
relation, as

$e 5 S 1

$Keff

1
1

$Meff

D 21

.

Effective radial diffusivity,$ er, is obtained from the correlation of
Fahien and Smith (1955) given by

Pemr 5
dpUs

$er
5 10F1 1 19.4Sdp

dt
D 2G for Re. 10.

Empirical correlations (Bird et al., 1994) have been employed to
calculate gas-to-solid heat and mass transfer coefficients,hg and
kg:

JH 5 JD 5 0.91 Re20.51c for Re, 50

5 0.61 Re20.41c for Re. 50,

whereJH and JD are Colburn factors for heat and mass transfer
respectively, from whichhg andkg can be obtained.

The gas-to-wall heat transfer coefficient,aw
g, is correlated by

Dixon and Cresswell (1979) as follows:

Nuw
g 5

a w
gdp

lg
5 0.6 Pr1/3 Re1/2 for Re, 40

5 0.2 Pr1/3 Re0.8 for 40 , Re, 2000.

After determiningaw
g, the solid-to-wall heat transfer coefficient,

aw
s , can be calculated from the following relation:

a w
s 5

l er
s

l er
g a w

g .

Kinetics and coverage of (NO1 CO) reactions are accurately fit
by a modified Langmuir-Hinshelwood model which assumes that
the major reaction steps are rate limited by NO decomposition
followed by CO scavenging of the resulting adsorbed oxygen. The
overall reaction

NO 1 CO 3 N2 1 CO2

has been reported to follow the reaction mechanism given by

CO~g! º CO~s!

NO~g! º NO~s!

NO~s! 3 1
2 N2~s! 1 1

2 O2~s!

CO~s! 1 1
2 O2~s! 3 CO2~g!

1
2 N2~s! 1 1

2 N2~s! 3 N2~g!.

Rate of different reactions considered in this model are obtained
in the Langmuir-Hinshelwood form given by

Ri 5
Cs,i ki

Gi
,

whereki is the specific reaction rate andGi is a factor representing
the inhibition of reactions because of adsorption and depends on
temperature and adsorption equilibrium constants of different spe-
cies on the catalyst surface. Noting that both specific reaction rate,
ki , and adsorption equilibrium constant,Ki , can be represented in
the Arrhenius form,Gi can be written as
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Gi 5 G9i /ki

f Ri 5 Cs,i /Gi ,

where

Gi 5 TsFAi expSBi

Ts
D 1 Ci expS2Di

Ts
DG ,

whereAi , Bi , Ci , andDi are constants for different species of gas
on the solid surface and depends on the catalyst being used.

Method of Solution
This set of coupled, nonlinear, two-dimensional, parabolic par-

tial differential equations have been solved by an implicit, finite
difference method. Solution of these equations provides the gas
temperature and concentration of each gas species at any location
of the reactor. Thus, the temperature and composition of the
exhaust gas at the outlet of the reactor bed, and, hence, the
conversion efficiency of the pollutants can be predicted. In this
context, NOX conversion or reduction efficiency is defined as

Conversion Efficiency (CoE)5 F1 2
Outlet concentration

Inlet concentrationG .

Qualitatively, the task of solving the problem numerically con-
sists of starting from the initial condition atz 5 0, and marching
the solution along thez-direction. Since gas phase and solid phase
equations are coupled, solution of gas phase equation involves
solid temperature and concentrations and vice versa. Thus it is
required to solve the gas and solid phase equations simultaneously.
Additionally, mass conservation equations for different species of
gas are to be solved separately.

Results and Discussions
In case of heterogeneous catalysis, increase in temperature has

two opposing effects on the reaction velocity which increases due
to increase in specific reaction rate and decreases due to partial
destruction of the catalyst by coagulation of catalyst surface. Thus,
there must be an optimum temperature at which the efficiency of
the catalyst is maximum. In conformation to this theory, NOX

conversion efficiency exhibit peaks at a particular temperature
depending on the testing conditions.

It is noteworthy that CoEs do not reach the peaks sharply, rather
CoEs close to the peak values are maintained through a certain
range around the temperature for peak efficiency. These tempera-
ture for peak CoE of NOX is observed to increase with rise in SV.
At an A/F ratio of 14.87, NOX CoE peaks at 275°C when SV is
30000/h, but when SV is changed to 60000/h, the same occurs at
325°C (Fig. 2).

From Figures 2 and 3, it also appears that the NOX CoE curves
become flatter with increase in SV, i.e., the rate of change of CoE
with temperature decreases making NOX conversion less temper-
ature dependent. At an A/F ratio of 14.87 and a SV of 30000/h
(Fig. 2), NOX CoE reaches the peak at an average rate of change
of 0.09 percent per degree temperature change; whereas at a SV of
60000/h, this rate is observed to be 0.044.

As certain amount of uncertainty is inherent in each measure-
ment, it is required to specify the precise degree of accuracy with
which the variables are measured (Holman, 1971). The uncertainty
in the calculated result is estimated on the basis of the uncertainties
in primary measurements.

The uncertainties involved in the experimental results and the
corresponding results predicted by the mathematical model are
also shown in the figures. It is seen that for higher measured CoEs,
the corresponding uncertainties are relatively less. At an A/F ratio
of 14.87 and SV of 30000/h, average uncertainty is63 percent in
measured NOX CoE, while at an A/F ratio of 16.96 and SV of
67500/h the same is65.5 percent.

It can be seen from the figures that the model overpredicts the
NOX CoEs during low temperature range 150–250°C and again
during high temperature range 325–400°C, but slightly under-
predicts for temperatures around 300°C. absolute average devia-
tion of CoE is found to be less than 5 percent, where, deviation of
CoE is defined as

Deviation,Dh~%! 5 F1 2
Experimental CoE

Predicted CoE G 3 100.

Effect of Space Velocity
Space velocity (SV), defined as the gas flow rate per unit reactor

volume, is actually the inverse of residence time of gases on the
catalyst bed. Thus increase in SV reduces the residence time of
gases on the catalyst bed; hence, less time is available for the
reaction among the gas molecules to occur, causing lower conver-
sion of the gases. Again, very low SV for an existing engine,

Fig. 2 Comparison of experimental and predicted NOx conversion effi-
ciency for varying temperature and surface velocity at A/F of 14.87

Fig. 3 Comparison of experimental and predicted NOx conversion effi-
ciency for varying temperature and surface velocity at A/F of 16.96
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requires large volume of catalyst bed which not only increases the
cost of the catalytic converter but also causes greater pressure drop
across the bed resulting in degradation of engine performance.
Hence, it is required to find an optimum SV considering the
catalyst and engine economy and also NOX reduction performance
of the catalysts. Effect of SV on the NOX reduction over Cu-X
catalyst is shown in Fig. 4. The figures have been plotted at a
temperature of 300°C and for three different A/F ratios: 14.87,
14.25 and 16.08. For all three A/F ratios, the fall of NOX and CO
CoEs are almost linear. It can be seen that although for the first two
A/F ratios, there are similar changes in CoEs, for A/F ratio of
16.08, CoEs fall at a slower rate.

Effect of A/F Ratio
The Cu-exchanged X-zeolite catalyst maintain their catalytic

activity over a wide range of A/F ratio and have the potentiality to
solve the problems of controlling NOX in a net oxidizing atmo-
sphere. Figure 5 shows effect of A/F ratio on the performance of
the catalyst for three different SVs. The general trend of the figures
is that NOX CoE increase with change in A/F ratio from rich to
stoichiometric, maintain respective high performance up to certain
range of A/F ratio in the lean side and then decrease for leaner
mixtures. Peak NOX and CO CoEs are shown to occur at an A/F
ratio of 15.4 and performances close to the peaks are maintained
within an A/F ratio range of 14.6–16.4.

Zeolites have been identified as unstable under hydrothermal
conditions because of its low Si/Al ratio. However several reported
studies on ZSM-5 (Bhattacharyya and Das, 1999) has been found
to be satisfactory from applications point of view. In the present
study, although each catalyst was tested for more than 30 h, no
appreciable change in NOX reduction efficiency was noticed dur-
ing this test period. Variation found between the results of tests
conducted at different times with identical test conditions were
only within 2–5 percent, which may be attributed to the change of
atmospheric conditions, humidity, in particular. Although the de-
activation and durability of the catalysts cannot be properly eval-
uated based on this short period testing, the catalysts may be
expected to maintain good performance over a long period. Nev-
ertheless, long endurance tests are necessary to evaluate catalyst
durability.

Effect on Back Pressure
Under the two-fold requirements of improved automobile per-

formance and stringent allowable tailpipe emissions, not only

conversion efficiency but also back pressure or pressure drop
across the catalyst bed is an important criterion for catalyst selec-
tion. The flow of exhaust gas through the catalyst bed is restricted
by the catalyst particles which gives rise a pressure drop across the
catalyst bed and this back pressure has negative effect on the
engine performance. Day and Socha (1991) have observed the
percent power loss per unit back pressure to be insensitive to the
particular engine being tested. Percent HP loss per mm of Hg back
pressure has been reported by them to be 0.032. Consequently,
power losses in this present study are calculated using this data,
i.e., 2.3533 1023% HP loss per mm of water back pressure. It has
been observed that there is a maximum power loss of only 0.4
percent at a SV of 67500/h when 1.6 mm diameter particles are
used and in case of 3.0 mm diameter particles maximum power
loss is even less.

Conclusions
A Cu-exchanged X-zeolite catalyst has been developed and its

effectiveness in reducing NOX in an actual SI engine exhaust has
been tested. A mathematical model has been developed addition-
ally to predict the performance of the catalyst and the predictions
of the model are compared with experimental results. From the
study, the following conclusions can be drawn:

1 Depending on the operating conditions, NOX CoE exhibits
peak at a certain temperature which tends to increase during
higher SV operation. NOX CoEs, close to the peak values, are
maintained through a certain range around the temperature for
peak efficiency.

2 The Cu-X catalyst maintains its catalytic activity over a wide
A/F ratio range of 14.6–16.4.

3 NOX CoE appears to decrease almost linearly with increase in
SV. At higher SV, NOX CoE also becomes less temperature
dependent.

4 Results predicted by the mathematical model agree well with
the experimental results and absolute average deviation of
experimental CoE is found to be less than 5 percent of the
predicted CoE.

Notation
av 5 external particle surface area per unit reactor volume,

cm21

Cg 5 gas phase concentration, moles/cm3

Fig. 5 Effect of A/F on NOx conversion efficiency at various space
velocities

Fig. 4 Effect of space velocity on NOx conversion efficiency at various
A/F values
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Cs 5 gas concentration on the solid, moles/cm3

C0,i 5 concentration of speciesi in feed, moles/cm3

Cpg 5 specific at constant pressure of gas, J/gm K
Cs 5 solid phase concentration on the surface, moles/cm3

dp 5 particle diameter, cm
dt 5 internal tube diameter, cm

$ e 5 effective diffusivity inside catalyst, cm2/s
$K 5 Knudsen diffusivity, cm2/s
$M 5 molecular diffusivity, cm2/s
$ er 5 effective diffusivity in radial bed direction based on

superficial flow velocity, cm2/s
G 5 superficial mass flow velocity, gm/cm2 s
hg 5 gas-to-solid heat transfer coefficient in a fixed bed,

W/cm2 K
hp 5 coefficient for heat transfer through the contact sur-

faces between solid particles, J/cm2.s.K
hrs 5 radiation coefficient between particles, W/cm2 K
hrv 5 radiation coefficient between voids, W/cm2 K

k 5 reaction rate coefficient; for the first order, e.g.,
cm3/gm cat s

kg 5 gas-to-solid mass transfer coefficient in a fixed bed,
cm/s

L 5 total length of the reactor, cm
l p 5 average length between the centres of two neigh-

bouring solids in the direction of heat flow, cm
l s 5 average length of solid affected by thermal conduc-

tivity, cm
Nu 5 Nusselt number [hgdt/l g]

Pemr 5 Péclet number for radial effective diffusion in fixed
bed, [dpUs/$ er]

Pr 5 Prandtl number, [Cpgm g/l g]
r 5 radial position, cm

Ri 5 reaction rate ofi per unit catalyst weight, mol/gm cat s
Rt 5 tube radius, cm
Re 5 Reynolds number, [dpG/m]
Sp 5 surface area of a particle, cm2

Sh 5 Sherwood number, [kgdt/$m]
Tg 5 gas temperature, K
T0 5 feed gas temperature, K
Ts 5 solid temperature, K
Us 5 superficial flow velocity, cm/s
Vp 5 particle volume, cm3

z 5 axial distance in a reactor, cm
aw

g 5 wall heat transfer coefficient from the gas phase,
W/cm2 K

aw
s 5 wall heat transfer coefficient from the solid phase,

W/cm2 K
b 5 l p/dp

(2DH) 5 heat of reaction, J/mol
g 5 l s/dp

e 5 void fraction of bed,
h 5 catalyst effectiveness factor based on surface condi-

tions,
l er

g 5 effective radial conductivity for gas phase, W/cm K

l er
s 5 effective radial conductivity for solid phase, W/cm K

l g 5 conductivity of gas, W/cm K
m 5 dynamic viscosity, gm/cm s

r b 5 bulk density of bed, gm cat/cm3

r g 5 gas phase density, gm/cm3

r s 5 catalyst density, gm cat/cm3

f 5 Thiele modulus
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Thermal Response of
Automotive Hydrocarbon
Adsorber Systems
Modern hydrocarbon adsorbers for gasoline engines are promising candidates for cold
start emission control. In this paper, the flow and heat transfer in a typical complex
system, comprising a “barrel type” adsorber and two conventional catalysts is studied. A
mathematical model is developed and applied for the computation of the flow and pressure
distribution, as well as transient heat transfer in the system. The model is aimed at
understanding and quantifying the particular thermal response behavior of hydrocarbon
adsorber systems. Illustrative results with variable geometric parameters under realistic
input conditions are presented.

Introduction
Future emission regulations require drastic improvements of the

current emission control systems. The conventional catalytic con-
verter used in automobile exhaust is effective only after the cata-
lyst temperature exceeds a characteristic “light-off” temperature,
which is usually around 550 K. For this reason, the major portion
of the hydrocarbon (HC) emissions occur during the cold start
phase. The HC adsorber (trap) is a promising technology to min-
imize the cold start HC emissions. The key component of such a
system is the zeolite based HC adsorber catalyst, which is able to
adsorb hydrocarbons at low temperatures (,420 K). At higher
temperatures the hydrocarbons are desorbed and subsequently
oxidized in a downstream placed conventional 3-way catalyst.

A variety of HC trap configurations have been developed and
evaluated in the last years (Hochmuth et al., 1993; Abthoff et al.,
1998; Noda et al., 1998; Patil et al., 1998; Silver et al., 1998). A
basic problem faced by these systems is the undesired hydrocar-
bons breakthrough during the desorption phase. To avoid this, the
downstream 3-way catalyst should be sufficiently warmed up
before the HC adsorber exceeds the critical desorption tempera-
ture. A number of techniques have been proposed to overcome this
problem. Flow management techniques seem to be more efficient
compared to complex heat exchanger systems (Hochmuth et al.,
1993). The exhaust gas flow through the adsorber should be
maximized during the cold start phase. After the adsorber reaches
the desorption temperature, the flow should be directed through the
downstream catalyst. In the system presented by Buhrmaster et al.
(1997), this is achieved by creating a central passage in the
adsorber (“barrel type” adsorber) and managing the exhaust flow
through the passage using a fluidic air diverter. In the system of
Noda et al. (1998), the fluidic air diverter is dispensed of and the
diameter of the central passage is experimentally optimized to
attain best overall emission performance.

The flow field in conventional catalytic converters has been
extensively studied experimentally and numerically, in order to
minimize undesired flow maldistributions at converter inlet
(Wendland and Matthes, 1986; Lai et al., 1992). The prediction of
the flow field and the heat transfer in HC trap systems with “barrel
type” adsorbers is more complicated and presents a challenge for
the involved engineer. No relevant numerical studies have ap-
peared in the known literature. In the following, a characteristic
trap system will be studied numerically, using a mathematical

model for the flow and pressure distribution as well as heat
transfer. Neglecting the exothermic reactions, which are not sig-
nificant during cold start, the model will be applied in different
realistic operating modes and the results will be discussed.

Problem Definition
Figure 1 shows the arrangement of the hydrocarbon trap system

considered in the present study. The system consists of a small
volume “start catalyst” followed by the HC adsorber with a central
passage and the “main catalyst.” The substrates of the catalysts and
the adsorber are ceramic honeycomb monoliths with square chan-
nels.

In order to specify the test conditions to be examined, the flow
rate and temperature levels met in real world operation should be
considered. Figure 2 presents the vehicle speed during the first 150
seconds of the standard driving procedure FTP (Federal Test
Procedure). The experimentally measured exhaust gas flow rate
and temperature at trap inlet for a 2.0 liter gasoline car under these
driving conditions are also given in the same figure as functions of
time.

For this study, we choose three representative test conditions.
The first corresponds to the idle operation point immediately after
engine cold start (0–25 s in FTP). The second simulates the step
change in inlet conditions in the first acceleration of the driving
cycle (40–60 s in FTP). The third operation mode corresponds to
real FTP transient conditions regarding inlet flow rate and temper-
ature. The above test modes are tabulated in Table 1.

In the present analysis the start and main-catalyst geometry will
not be varied as well as the external dimensions of the HC
adsorber. On the other hand, the effect of the adsorber central
passage diameter will be studied for selected diameter values. The
geometric parameters, which will be used in the simulations, are
summarized in Table 2. In the same table, the thermophysical
properties of the monoliths are also included.

Before proceeding to the model description and results, it may
be necessary to summarize the main design goals of the HC trap
system as follows:

● The main catalyst should reach light-off temperature (about
550 K) before desorption from HC trap initiates (around 420
K). Practically, acceptable conversion efficiency is expected,
even if only part (e.g., 30 percent) of the main catalyst
volume is over 550 K (Mondt, 1987).

● Before the main catalyst lights-off, as much as possible
exhaust gas should be passed through the HC adsorber to
maximize cold start HC reduction.
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Model Description

Flow Distribution. Each monolith is divided inn concentric
ring-form sections. We choose that the first section (i 5 1) of all
monoliths, has an outer diameter equal to that of the central
passage of the HC adsorber. Thus for every monolithj , the frontal
area of the first ring section is

A1j 5 0.25pdcp
2 . (1)

All other n 2 1 ring sections of each monolithj are chosen to have
equal frontal area

Aij 5
Afr , j

n 2 1
. (2)

To estimate the mixing conditions between the flow elements
exiting the monoliths from each ring section, we may consider
them acting as co-flowing jets. For the conditions of interest, the
length of the “initial mixing region” of the jet amounts 10–15
“nozzle” diameters (Blevins, 1984). This is about an order of
magnitude higher compared to the length of the air gaps between
the monoliths. Therefore, it is reasonable to assume negligible
mixing between the flow elements travelling in the small gaps
between the monoliths. Thus, for everyi , the flow elements
through thei section of the start catalyst will pass through thei
sections of the adsorber and the main catalyst.

The axial and radial temperature gradients in the monoliths are
significant during warm-up. Since pressure drop also depends on
the local temperature, we employ a two-dimensional discretization
for the flow field calculation. Flow entrance effects will be also
taken into account. An iterative procedure is employed consisting
of the following steps.

Step 1. Assumption of initial arbitrary values for total back-
pressureDptot and individual flow ratesṁi . Assuming initially

equal values ofṁi and satisfying the mass balanceṁ 5 ¥
i51

n

ṁi ,

we have

ṁi 5
ṁ

n
, i 5 1. . .n. (3)

Step 2. With the inlet pressure and flow rates given, the
pressure field can be computed step-wise along the system for each
section with suitable pressure drop relations. For each node (i , k)
the pressure drop depends on whether the flow is laminar or
turbulent.

For laminar flow, taking into account a correction for the en-
trance effect (Wendland and Matthes, 1986; Day, 1997) we have

Dplam,ik 5 pi ,k 2 pi ,k11 5 ~1 1 0.06/x* ! 0.5
28.5muik

dh,ik
2 Dx, (4)

with

uik 5
ṁi

rAike ik
. (5)

For turbulent flow the entrance region is negligibly short and the
pressure drop relation is (Incropera and DeWitt, 1996),

Dpik 5 pi ,k 2 pi ,k11 5 ff
r ik

2

uik
2

dh,ik
Dx, (6)

Nomenc la tu re

A 5 surface
3WCC 5 three-way catalytic converter

cp 5 specific heat capacity, J/kg K
d 5 diameter, m
h 5 convective heat transfer coeffi-

cient, W/m2K
l 5 length, m

ṁ 5 mass flow rate, kg/s
Nu 5 Nusselt number, Nu5

(h z dh/l g)
q̇ 5 heat transfer volumetric rate,

W/m3

r 5 radius, m
S 5 specific surface area per unit

monolith volume, m21

t 5 time, s

T 5 temperature, K
x 5 axial distance from monolith en-

trance, m
x* 5 dimensionless axial distance,x* 5

( x/dh z Re z Pr)

Greek Letters

e 5 void fraction
m 5 dynamic viscosity, kg/ms
n 5 kinematic viscosity, m2/s
r 5 density, kg/m3

z 5 empirical factor for diffuser pres-
sure loss

l 5 thermal conductivity, W/mK
j 5 dimensionless length,j 5

(Nul gSi Aie i /dh,i ṁi cp,g) x

Subscripts

cp 5 central passage
conv 5 convection

g 5 exhaust gas
h 5 hydraulic
i 5 radial node index
j 5 monolith index
k 5 axial node index

m 5 mass
out 5 outer

s 5 solid

Fig. 1 Arrangement of a typical hydrocarbon adsorber system

Fig. 2 Typical flow rate and temperature versus time in the standard
federal test procedure (FTP)
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with

uik 5
ṁi

r ik Aike ik
(7)

and

ff 5 0.316z Re20.25. (8)

Between the monolith gaps, we assume ideal flow and the pressure
variation is due to the flow cross-area difference. From Bernoulli’s
law,

Dpgap,ij 5 F 1

2r S 1

Aij
2 2

1

Ai ,j11
2 DG ṁi

2. (9)

An additional pressure loss due to flow separation effects in the
inlet diffuser is taken into account based on a semi-empirical factor
z (Waermeatlas, 1988),

Dpi1 5 pin 2 pi ,1 5
z

2 S1 2
Ai ,0

Ai ,1
D 2 ṁi

2

r i ,1Ai1
2 . (10)

The velocity profiles in conical converter canisters measured by
Will and Bennett (1992) were employed to evaluatez as function
of the radial distance. For the geometry considered here, the
following step function correlates the experimental data of the
above reference quite closely:z 5 0 for 0 # r # 20 mm,z 5
2600 1 3 z 104r for 20 mm# r # 30 mm, andz 5 300 for 30
mm # r # 50 mm.

Based on the pressure drop relations, we can compute stepwise

the pressure along the monoliths and thus the pressure at the final
axial node for each ring section,pi ,kmax. The resulting computed
pressure loss for each ring section is

Dpi 5 pin 2 pi ,kmax. (11)

Step 3. If the computed pressure lossesDpi for all ring sections
are numerically equal toDptot the flow and pressure field has been
solved. In the opposite case, the assumed values for total pressure loss
and flow rates should be corrected, according to step 4.

Step 4. The following corrections for the flow distribution and
total pressure loss are applied:

Dp9tot 5
ṁ

¥

i51

n ṁi

Dpi

, (12)

ṁ9i 5
Dp9tot

Dpi
ṁi . (13)

It may be easily shown that the above equations satisfy the mass

balanceṁ 5 ¥
i51

n

ṁ9i .

We then repeat the computation procedure starting from step 2.
The iterative algorithm converges quickly. The computed values
for total backpressure and individual flow rates are provided as
input for the next time step, to minimize the required iterations.

Heat Transfer
In this study, we confine our interest in the warm-up operation

of the system during cold start, where CO and hydrocarbon oxi-
dation rates are practically insignificant and the associated exo-
thermy may be neglected. The convective and radiative heat losses
to ambient are significant for relatively high surface temperatures
(Koltsakis et al., 1997). In thermal response studies of insulated
trap systems, they can be also neglected for simplification pur-
poses, without accuracy sacrifices. Therefore, the trap system is
considered adiabatic. However, axial and radial temperature gra-
dients inside the monoliths may occur and are taken into account
by the model.

The basic heat transfer mode is convection between exhaust gas
and solid phase in the channels of the monolithic substrates (Kolt-
sakis, 1997). Although the flow in the exhaust piping of an engine
is normally turbulent, the Re numbers in the converter monolith
channels are always safely in the laminar region (typical values
range from 20 to 300). The Nu number for the laminar flow in the
channels approximates the solution of the Graetz-Nusselt problem
for constant wall temperature. The methodology employed to
deposit the active washcoat in the initially square monolith chan-
nels results in a circular channel geometry. For laminar flow in
circular channels with the introduction of a correction for entrance
effects (Hawthorn, 1974) we have

Nu 5 3.66S1 1
0.095

x* D 0.45

. (14)

Due to the larger diameter of the central passage of the HC
adsorber the flow conditions may well be turbulent. Thus for Re.
2300 the following Nu number correlation is employed (Incroperra
and DeWitt, 1996):

Nu 5 0.022 Pr0.5 Re0.8. (15)

The two-dimensional axi-symmetric grid described above is used
to model the heat transfer. Each radial ring-section contains a large
number of internal channels. With a given temperature and veloc-
ity distribution at the monolith inlet, representative inlet conditions
can be defined for all channels contained in each monolith radial
section.

Table 1 Exhaust flow rate and temperature at the test conditions studied

Table 2 Geometrical and thermophysical data of the HC adsorber sys-
tem used in the present study

114 / Vol. 122, JANUARY 2000 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The transient thermal response of each monolith is computed as
a series of quasi steady-states (Chen et al., 1988; Koltsakis et al.,
1998). Thus, the solution procedure followed in each time march-
ing comprises the following steps:

● Computation of the convective heat transfer from the ex-
haust gas to the monolith surface for each ring section.

● Computation of the two-dimensional transient temperature
field in the cylindrical converter, taking into account the heat
conduction in the monolith. The contribution of the convec-
tive heat transfer in the channels (computed in the previous
step) is taken into account by respective source terms.

The first step involves the computation of the gas temperature
for each node (i , k 1 1) given the conditions in the node (i , k).
Employing locally analytical solutions (Mondt, 1987; Koltsakis,
1997), with the dimensionless lengthj defined in the Nomencla-
ture, we obtain

Tg,k11 5 Ts,k 1 ~Tg,k 2 Ts,k!e
2Dj. (16)

After the determination of the temperature distribution along the
channel, the corresponding convective heat rates on a volume basis
may be computed for each space step according to the following
balance equation:

q̇conv,ik 5
ṁi z cp,g

AiDj
z ~Tg,ik11 2 Tg,ik !. (17)

In the second computational step, the temperature field in the
converter is described by the transient heat equation with heat
sources in cylindrical co-ordinates,

rsCp,s

Ts

t
5 ls,x

 2Ts

x2 1 ls,r

1

r



r S r
Ts

r D 1 q̇conv. (18)

The values ofr s, Cp,s, l s,x, andl s,r depend on the respective grid
node. For the nodes included in the monoliths, bulk values are
computed for the above parameters, according to the respective
void fraction. The boundary conditions for the heat conduction
equation in the radial direction result from the adiabatic conditions
at the outer radius and the symmetry line,

T

r
U

r5rout

5 0 (19)

and

T

r
U

r50

5 0. (20)

In the axial direction, heat transfer from the monolith edges is also
negligible. The respective boundary conditions for each monolith
are

T

x
U

x5x,first

5 0 (21)

and

T

r
U

x5x,last

5 0. (22)

The two-dimensional transient temperature field in each monolith
is solved using the “alternate direction implicit” (ADI) technique,
which offers stability advantages with moderate computation ef-
fort.

Results

Isothermal Operation. Figure 3 presents a contour plot of the
exhaust gas axial velocity inside the HC trap adsorber system in
the steady-state, isothermal test case (Table 1, test condition 1) for
different values of the adsorber central passage diameter (dcp). In
the case with no central passage (first plot), the radial velocity
variations are due to the inlet diffuser effects, which typically
produce a parabolic velocity profile at the catalyst front face. The
lower velocities in the adsorber monolith are due to the higher
frontal face and its higher porosity (lower cell density).

The presence of a central passage in the adsorber monolith
reduces the flow resistance and concentrates the flow in the core
region. Local values of the axial velocity in the core region are
about 40 percent higher than those in the channels at the periphery.
As expected, this effect is more pronounced for the smaller pas-
sage.

For engineering purposes, it is useful to know the flow rate
through the central passage relative to the total flow rate. This is
actually presented in Fig. 4 for different values of the central
passage diameter as function of the exhaust gas flow rate. For a 45
mm diameter the flow rate percentage may reach 30 percent, which
is double the value expected for a radially uniform flow distribu-

Fig. 3 Isothermal test: computed axial velocity for different central passage diameters ( dcp 5 0, 20, 35 mm).
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tion. In general, the dependence of this percentage on flow rate is
only minor for the value range met in real-world applications.

Step Temperature Change. Figure 5 presents the computed
temperature fields in the system with 20 mm adsorber passage, at
selected times of the step response test (Table 1, test condition 2).
At 10 s only a small portion of the adsorber has actually sensed the
step temperature change at inlet. For the first 30 s, the enthalpy of
the exhaust gas flowing through the adsorber channels is almost
entirely consumed to warm-up the adsorber. On the other hand, the
exhaust gas flowing through the adsorber passage retains much of
its enthalpy to warm-up a significant portion of the main converter
core, even at time5 10 s. The radial conduction in the main
converter is not sufficient to transfer the heat to the periphery,
which continuously experiences convective heat transfer from
cooler gas arriving from the adsorber channels.

The effect of the adsorber passage on the thermal response is
illustrated in Fig. 6, which presents the temperature fields for the
three systems tested at time5 40 s. With no adsorber passage, the
main converter is practically under 350 K, whereas the adsorber
has already reached desorption temperatures (,420 K). In the
systems with adsorber passages, the adsorber has also reached
desorption temperatures, although somewhat lower than in the

no-passage system. However, the core regions of the main con-
verters are already sufficiently warmed-up. Since radial thermal
conduction is quite slow, the main converter periphery is not
affected from the presence of the adsorber passage significantly.

The evolution of the exhaust gas temperature at the core and the
periphery at adsorber exit are presented in Fig. 7 for different
values of passage diameters. Exhaust gas temperatures in the
monolith channels generally tend to approximate the local temper-
atures of the solid phase (Chen et al., 1988). Thus, the results can
be associated with the contour plots of Fig. 5 and 6 to explain the
much faster gas temperature response in the core region, in the
presence of an adsorber passage. Interestingly, the response curves
for the two different diameters tested are very close. Indeed, as
shown in the isothermal case (Fig. 3) the axial gas velocities in the
adsorber passages, which mainly control the response times, are
less than 10 percent different. The same has been also verified by
the model for the step response test. As shown above (Fig. 3), the
existence of the adsorber passage results in lower axial gas veloc-
ities in the periphery. This explains the somewhat slower exhaust
gas temperature rise in the periphery for non-zero adsorber passage
diameters.

Driving Cycle Conditions. The results presented so far were
intended to provide a basic idea of the main physical phenomena
affecting the thermal behavior of complex HC adsorber systems.
For system design and optimization purposes it is rational to
perform calculations with realistic input conditions corresponding
to real engine operation. A basic optimization parameter is the
temperature of the exhaust gas entering the main converter, which
is directly related with its activation.

Based on the input data presented in Fig. 2 for FTP driving
conditions, the computed temperatures at the core and periphery of
main catalyst inlet are presented in Fig. 8. With no adsorber
passage, the main catalyst will remain inactive even 150 s after
engine start-up. On the other hand, the core region of the main
catalyst will be subjected to sufficiently high temperatures (.550
K) at least 60 s earlier. In practice, this can be very crucial for the
elimination of cold start emissions.

Evaluating systems in terms of HC emissions would require a
complete reactor model with a kinetic mechanism to simulate of
HC adsorption—desorption as function of the local temperature.
However, some first implications can be seen even from the

Fig. 4 Isothermal test: relative flow through central passage for differ-
ent flow rates; ( T 5 300 K).

Fig. 5 Step response test: temperature fields at selected times ( dcp 5 20 mm).
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present study. For example, it is shown in Fig. 8 that the periphery
of the main catalyst is quite cold to achieve oxidation of desorbed
hydrocarbons even after 150 s in the driving cycle. Design mod-
ifications such as variation of the main catalyst aspect ratio or even
flow management techniques could be considered as possible
solutions to this potential problem.

Conclusions
Computer aided methods for the design of emission control

devices are especially important in the case of complex HC ad-
sorber systems. “Barrel type” adsorbers exhibit a particular ther-
mal response behavior, which is actually very critical for the
successful control of HC adsorption, desorption, and oxidation in
the main catalyst. Flow and heat transfer effects in a typical
three-component system were studied, using an engineering math-
ematical model. The model was initially applied in simple test
cases simulating isothermal operation and step temperature re-
sponse. The results were useful to identify the critical physical and
geometric parameters controlling the system thermal response. The
cold start phase of an FTP driving scenario was also simulated, to
illustrate model application in realistic cases. It is sensed that the
design optimization of such systems for real world applications
relies on a large number of individual parameters including geom-
etry of individual monoliths, catalyst properties, additional air
management, flow diversions, etc. A more effective computer
aided methodology would also involve simulation of the adsorber
adsorption–desorption kinetics, which is a subject of work-in-
progress.
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Modeling the Lubrication,
Dynamics, and Effects of Piston
Dynamic Tilt of Twin-Land Oil
Control Rings in Internal
Combustion Engines
A theoretical model was developed to study the lubrication, friction, dynamics, and oil
transport of twin-land oil control rings (TLOCR) in internal combustion engines. A mixed
lubrication model with consideration of shear-thinning effects of multigrade oils was used
to describe the lubrication between the running surfaces of the two lands and the liner. Oil
squeezing and asperity contact were both considered for the interaction between the flanks
of the TLOCR and the ring groove. Then, the moments and axial forces from TLOCR/liner
lubrication and TLOCR/groove interaction were coupled into the dynamic equations of
the TLOCR. Furthermore, effects of piston dynamic tilt were considered in a quasi
three-dimensional manner so that the behaviors of the TLOCR at different circumferential
locations could be studied. As a first step, variation of the third land pressure was
neglected. The model predictions were illustrated via an SI engine. One important finding
is that around thrust and anti-thrust sides, the difference between the minimum oil film
thickness of two lands can be as high as several micrometers due to piston dynamic tilt.
As a result, at thrust and anti-thrust sides, significant oil can pass under one land of the
TLOCR along the bore, although the other land perfectly seals the bore. Then, the
capabilities of the model were further explained by studying the effects of ring tension and
torsional resistance on the lubrication and oil transport between the lands and the liner.
The effects of oil film thickness on the flanks of the ring groove on the dynamics of the
TLOCR were also studied. Friction results show that boundary lubrication contributes
significantly to the total friction of the TLOCR.

Introduction
As the oil control ring is the first barrier for the oil supply to the

upper regions and it has much higher ring tension than the top two
rings, it is arguably the most critical part to the oil consumption
and friction from the piston ring-pack in internal combustion
engines. Understanding dynamic behavior of oil control rings is a
necessary step for quantifying oil transport rate, oil consumption,
and friction in the piston ring pack.

Twin-land oil control rings are commonly used in diesel engines
and some of the gasoline engines. Nowadays, a TLOCR is imple-
mented with two pieces—a twin-land ring and a spring (Fig. 1).
The spring is used to supply high tension for increasing the
conformity of the ring to a distorted bore, and small axial height of
two lands further gives high unit pressure on the running surfaces
to reduce oil film thickness passing the TLOCR. The lubrication
between the lands and the liner as well as the interaction between
the TLOCR and the groove are the keys for understanding the
behavior of the TLOCR for the following reasons. First, oil paths
through the TLOCR include (1) the interface of the liner and the
running surfaces of the two lands, governed by the lubrication
between the lands and the liner, and (2) the groove of the TPOCR,
governed by the dynamics of the TLOCR and the gas flow through
the groove. Secondly, lubrication between the lands and the liner
determine the friction of the TLOCR.

Some theoretical and experimental work has been done to study
the lubrication and dynamics of the TLOCR. A theoretical model
was developed by Ruddy et al. (1981a, b), where the twist of the
TLOCR and the lubrication between the two lands and the liner
were coupled. It was found that the constraint from the radial
pressure on the two lands controls the twist of the TLOCR.
Inversely, twist of the TLOCR, along with running surface pro-
files, radial height difference of the lands, and surface roughness,
has significant effects on the lubrication between the lands and the
liner. A similar model was also developed by Sui et al. (1993).
Axial dynamics of the TLOCR, interaction between the flanks of
the TPOCR and the groove, and effects of piston dynamic tilt were
not considered in these modeling studies.

On the other hand, experimental results showed the effects of
TLOCR axial motion on oil transport in the TLOCR groove and
the dependency of the behavior of the TLOCR on the circumfer-
ential locations. Along with other in-cylinder variables, axial po-
sitions of the TLOCR and piston tilt were simultaneously mea-
sured in a diesel engine by Ariga (1996). Axial lift of the TLOCR
indicated that under certain operating conditions, there could be a
large amount of oil between the flanks of the TLOCR and the
groove, which could significantly increase the oil transport rate
through the oil control ring. The measurement also showed a
sudden change of the axial positions of the TLOCR at both thrust
and anti-thrust sides when piston tilt switches direction. Takiguchi
et al. (1998) measured oil film thickness of the piston ring pack and
found that the oil film thickness of the two lands behave differently
at thrust and anti-thrust sides.

A unique feature of the TLOCR is the constraint of the two
lands to each other. Piston dynamic tilt creates a difference in the
oil film thickness of two lands with the liner and thus unbalanced
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radial forces on two lands. How the TLOCR responds to piston
dynamic tilt has significant impact on oil transport through the
TLOCR. In this work, dynamics and lubrication of the TLOCR are
modeled with consideration of the effects of the piston dynamic
tilt. The model incorporates the lubrication between the two lands
and the liner, and the interaction between the flanks of the TLOCR
and the groove into the dynamic equations of the TLOCR so that
oil transport through the interface of the two lands and the liner as
well as through the interface of the flanks of the TPOCR and the
groove can both be studied. Variation of the third land pressure is
currently neglected to avoid involvement with the top two ring
analysis.

The model predictions are illustrated via a SI engine in this
paper. Oil film thickness, ring lift, ring twist, friction, and the
effects of piston tilt at different circumferential locations are
explained. Then discussions are primarily focused on the oil film
thickness difference between the two lands due to piston dynamic
tilt and the implications to oil transport through the TLOCR.

Model Formulation
As shown in Fig. 2, one section of the TLOCR at a particular

circumferential location is considered. The piston is chosen as the
reference, and the axial and angular dynamics of one section of the
TLOCR inside the groove is modeled. Forces and moments from
the following sources are considered:

● Lubrication between two lands and the liner:it creates friction
force and radial pressure distribution on the running surfaces of
the two lands.

● Interaction between the flanks of the TLOCR and the groove:it
includes pressure generated in the oil between the flanks of the
TLOCR and the groove due to the motion of the TLOCR and
pressure generated from the asperity contact between the
TLOCR and the groove.

● Inertia force due to piston acceleration and deceleration.

The pressure from the interaction between the flanks of the
TLOCR and the groove can be directly calculated according to the
position of the TLOCR. However, lubrication condition, film
thickness, and all the pressure distributions between the running
surfaces of the two lands and the liner have to be solved according
to extra conditions. In the following, sub-models on lubrication
between the lands and the liner as well as the interaction between
the flanks of the TLOCR and the groove will be briefly described.
Before doing that, the method to incorporate piston dynamic tilt
effects is explained.

Incorporating Piston Dynamic Tilt. Dynamically, the entire
TLOCR spends most time sitting on either upper or lower side of
the groove during engine operation. Statically, the clearance of the
TLOCR in its groove is between 20mm and 40mm. Therefore, the
maximum possible relative angle between the neutral plane (non-

stressed) of the TLOCR and the piston is about 0.02 deg across an
80 mm bore (Fig. 3), which is much less than the magnitude of
piston dynamic tilt angle (.0.1 deg). Based on these dynamic and
geometrical considerations, the neutral plane of the TLOCR was
assumed to follow piston dynamic tilt.

Following this assumption, the relative angle (a) of the neutral
axis of a section of the TLOCR to the axis perpendicular to the
liner can be expressed as

a 5 2apiston cos~u!, (1)

whereapiston is the piston tilt angle andu specifies the location of
the section in the circumferential direction (u 5 0 is the anti-thrust
side). Throughout this work, relative angle to the liner actually
means relative angle to the axis that is perpendicular to the liner.

From geometrical relations, one can see that the relative angle
between the neutral axis of the TLOCR and the liner would create
a difference in the clearance between the two lands and the liner,
and thus unbalanced radial forces on two lands. This difference
between two lands is most pronounced at thrust and anti-thrust
sides and diminishes at the pin sides. Furthermore, the torsional
stiffness of any section of the TLOCR was assumed to be same as
that of a complete ring without a gap and is expressed as

Tr 5 eEb3 ln SDO

DI
D /3~DO 1 DI !, (2)

whereE is the Young’s modulus of the TLOCR,b is the axial
width of the TLOCR,DO andDI are outer and inner diameters of
the TLOCR, respectively, ande is a factor (0, e , 1). A factor
e was used since some parts of the TLOCR are removed compared
to a rectangular ring (e 5 1).

With all the above assumptions, the present model, which is
essentially a two-dimensional model, is able to incorporate piston
dynamic tilt, and the dynamic behavior of different sections can be
analyzed by specifying the circumferential location of a section in
the input.

Interaction Between TLOCR and the Groove. Asperity
contact between the flanks of the TLOCR and the groove as well
as the squeezing pressure in the oil between the flanks of the
TLOCR and the groove were all considered for the interaction
between the TLOCR and the groove. Currently, a uniform rough-
ness and oil film thickness are assumed to exist on the flanks of the
TLOCR and the groove. However, this assumption can be easily
relaxed.

Asperity Contact Between the TLOCR and the Groove.As
shown in Fig. 4, a uniform roughness distribution is assumed to

Fig. 1 Twin land oil control ring (TLOCR)

Fig. 2 References and variable definitions for the dynamics of the
TLOCR
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exist on the flanks of the TLOCR and the groove, and asperity
contact pressure distribution was modeled by using Greenwood
and Tripp’s model (Greenwood et al., 1971). With given surface
roughness, the contact area and pressure-distribution are calculated
according to the axial and twist positions of the TLOCR. In return,
the integrated moment and axial force from this asperity contact
pressure are incorporated in the dynamic equations of the TLOCR.
One can find the detailed description of this sub-model from earlier
works by Tian et al. (1998a, 1997a) where this submodel was used
for modeling the dynamics of the top two rings.

Oil Squeezing Between the TLOCR and the Groove.Two
assumptions were made to model the hydrodynamic pressure in the
oil between the TLOCR and the groove.

I First, the oil on either the upper or lower side of the groove
is assumed to have a uniform thickness. Thus, the pressure
generated in the oil is only estimated in the region where the
clearance between the flanks of the TLOCR and the groove
is less than the specified oil film thickness on the flank of the
groove.

II Even in the region where the clearance between the TLOCR
and the groove is less than the specified oil film thickness,
the pressure in the oil is evaluated differently depending on
the moving direction of the TLOCR. As shown in Fig. 4, the
second assumption is that the pressure rise in the oil only
occurs in the region where the ring is approaching the
groove. The hydrodynamic pressure distribution due to
squeezing oil in Region II (Fig. 4) is obtained by solving the
Reynolds equation. In the region where the ring is moving
away from the groove, the oil pressure is assumed to be the
same as the gas pressure.

In the second assumption, assuming the pressure in Region I to be
the same as the gas pressure (Fig. 5) is based on two consider-
ations. First, in Region I where the TLOCR is moving away from
the groove, oil pressure may drop below 1 bar and cavitation
occurs. However, even cavitation does occur, the pressure in the
cavitation region should be close to the gas pressure in the groove
that is assumed to be 1 bar. Secondly, when the TLOCR moves
away from the groove, there might not be oil immediately filling
the vacuumed region. Therefore, the pressure in Region I should
be the gas pressure inside the groove. Thus, in any cases, the
pressure in Region I should be close to the gas pressure inside the

Fig. 3 Assumptions on the position of the TLOCR in a tilted piston

Fig. 4 Asperity contact between the flanks of the TLOCR and the groove
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groove. One can find the detailed description of this submodel
from earlier works by Tian et al. (1998a, 1997a).

In reality, the oil film thickness on the flanks of the groove is
neither uniform in the radial direction nor steady from cycle to
cycle. Nonetheless, using the current model, one is able to obtain
such important oil transport information as the oil flow rates in and
out of the TLOCR groove within a cycle due to the dynamics of
the TLOCR with given amount of the oil film on the flanks of the
groove. In the future, this assumption of a uniform oil film thick-
ness on the flanks of the TLOCR groove can be relaxed after
gaining better understanding of oil transport between the TLOCR
and the adjacent regions.

Lubrication Between the Lands and the Liner. Lubrication
between the two lands and the liner determines not only the oil
flow rate, minimum oil film thickness, and asperity contact be-
tween the lands and the liner, but also friction and radial pressure
distribution that affect the dynamics of the TLOCR. Both hydro-
dynamic and boundary lubrication were considered for the inter-
action between the lands and the liner. Using the method devel-
oped by Tian et al. (1997a, 1996), the Averaged Reynolds equation
of Patir et al. (1978, 1979) was modified to take into account the
effects of shear thinning of multi-grade oils. Additionally, dynamic
twist of the TLOCR not only changes the land running surface
profiles relative to the liner but also introduces an extra squeezing
term. These two effects of TLOCR dynamic twist on hydrody-
namic lubrication between lands and the liner were taken into
account in the present model.

Greenwood and Tripp’s asperity model (1971) was used to
describe the boundary lubrication between the lands and the liner.

The dynamics of the TLOCR in the radial direction is negligible
and force balance in the radial direction was thus applied. It was
assumed that there is always sufficient oil supply from the liner to
the two lands, i.e., the leading edge was assumed to be always fully
flooded, as shown in Fig. 6. Despite assuming sufficient oil supply,
hydrodynamic lubrication can still disappear and pure boundary
lubrication occurs. Thus, the model considers three different lu-
brication modes, namely, pure hydrodynamic lubrication, mixed
lubrication, and pure boundary lubrication. The existence of these

three lubrication modes largely depends on the minimum point on
the running surface of the land, defined as the location where the
clearance between the land and the liner reaches the minimum
(Tian et al., 1997b).

As shown in Fig. 6(b), if the minimum point locates at the
leading edge of a land, for most of time, pure boundary lubrication
occurs, because hydrodynamic pressure cannot be generated and
only asperity contact supports the radial load from the expander.
Hydrodynamic lubrication could only appear for a few crank
angles around the TDC or BDC when squeezing effects is more
dominant than sliding effects.

On the other hand, if the minimum point of a land does not
locate at the leading edge, hydrodynamic lubrication occurs along
with possible asperity contact. To obtain all the land/liner lubri-
cation information, one has to solve the clearance between the
lands and the liner and the wetting extent through iteration by
applying radial force balance and outlet conditions. Three outlet
conditions were applied, namely, Reynolds exit condition, film
nonseparation condition, and fully flooded trailing edge. Film
nonseparation condition was developed by Tian et al. (1997a,
1996) and it is used to replace Reynolds exit condition when the
unsteady squeezing effects become dominant around TDC and
BDC and further applying Reynolds exit condition results in
violation of mass conservation.

The clearances between the two lands and the liner are not
independent to each other. Here, any section of the TLOCR is
assumed to be rigid, i.e.,

h0,u 5 h0,l 1 a1 l , (3)

whereh0,l , h0,u are the nominal clearance between the liner and the
reference points on the running surfaces of the lower land and the
upper land, respectively;a1 is the relative angle between the center

Fig. 6 Lubrication between the lands and the liner

Fig. 5 Pressure in the oil between the flanks of the TLOCR and the
groove
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line of the TLOCR and the liner, andl is the axial distance between
the reference points of the two lands (Fig. 7).

Computation Algorithm. The dynamic equations of the
TLOCR are solved via implicit method in time. Two levels of
iteration were performed. At each time step, the outer level itera-
tion is used to obtain the axial position and twist value of the
TLOCR. Then, at each step of an outer level iteration, an inner
level iteration has to be performed to solve land/liner lubrication.
Newton’s iteration and a globally convergent scheme were applied
for both outer and lower level iterations and Jacobians were
derived analytically for better computation speed and accuracy.

Illustration of the Model Predictions
The model was applied to a gasoline engine. The TLOCR used

(Table 1) is a typical one for this size of engines. Engine speed
2500 rpm was chosen for this study. The piston tilt result of a
similar engine was used to illustrate the effects of piston dynamic
tilt (Fig. 9(b)). The piston tilt was calculated with a numerical
model (Wong et al., 1994) under 2500 rpm/WOT.

One of the primary purposes of this paper is to illustrate the
effects of piston dynamic tilt. Thus, all the parameters related to
running surface profiles and the radial height difference between
two lands were kept simple. As listed in Table 2, surface roughness
of the land running surfaces and the liner were assumed to be 0.15
mm (rms value) to simulate smooth TLOCR and liner. The running
surface profiles were assumed to be symmetrical with an exit
height of 0.06mm (Fig. 8) to simulate flat running surfaces of the
two lands that are usually found in TLOCR. The radial height
difference of the two lands was assumed to be zero in order to
isolate the piston tilt effects. A final note is that the ring tension is
assumed being evenly applied to all the circumferential locations.

In the following, predictions for the baseline parameters are
explained first. Then ring tension, torsional stiffness, and the oil
film thickness on the flanks of the groove are arbitrarily varied to
illustrate their effects on the lubrication between the TLOCR and
the liner as well as the interaction between the TLOCR and the
groove.

Lubrication Between the TLOCR and the Liner. First, the
calculation was conducted for the section of the TLOCR at the
thrust side since the effects of the piston dynamic tilt is most
pronounced at the thrust side according to Eq. 1.

Minimum Oil Film Thickness of the Two Lands.Figure 9(a)
shows the minimum clearance of between each land and the liner.
Throughout this work, the term minimum oil film thickness
(MOFT) is used as the minimum clearance between a land and the
liner, and the term “clearance” by default, represents the nominal
clearance between two rough surfaces. One can immediately find
the correlation between the MOFT of the two lands and the piston
dynamic tilt as shown in Fig. 9(b). When the piston tilt is positive,
the MOFT of the lower land is less than the one of the upper land.
Conversely, the MOFT of the lower land is greater when the piston
tilt is negative. This relation between the MOFT of the two lands
and the piston tilt qualitatively reflects the geometrical relation of
the TLOCR in a tilted piston and the liner, as shown in Fig. 10(d).
Further examining the radial force distribution on two lands shows
the dynamic response of the TLOCR to piston dynamic tilt.

Figure 10(a) shows the integrated radial force on the running
surface of each land. One can see that the ring radial load is
primarily supported by one land. This uneven distribution of the
radial forces thus creates a moment. As a result, the TLOCR is
twisted in a direction such that the relative angle between the
centerline of the TLOCR and the liner is reduced, compared with
the static relation between the TLOCR and the liner (Fig. 10(c) and
10(d)). In Fig. 10(c) “Twist” represents the dynamic twist of the
TLOCR relative to the neutral line (“Neutral” in Fig. 10(c)) that
follows piston tilt, “Neutral” represents the relative angle of the
neutral line to the liner, and “TLOCR/Liner” represents the relative
angle of the centerline of the TLOCR to the liner after the dynamic
twist of the TLOCR is taken into account (see Definition in Fig.
10(d)). Therefore, in Fig. 10(c), the value of “TLOCR/Liner” is
essentially summation of “Twist” and “Neutral.” Notice that the
positive direction of all the angles defined in Fig. 10(d) is clock-
wise. Certainly the dynamic twist of the TLOCR is created by

Table 1 Major parameters of the engine and TLOCR

Fig. 7 Relation between the clearances of the two lands

Table 2 Other parameters

Fig. 8 Definition of the running surface profiles used in this work
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unbalanced moment from all the sources such as radial forces,
friction, and the pressures of TLOCR/groove interaction. In the
above arguments, only the moment from the radial forces is
mentioned. Figure 10(b) shows that the uneven radial forces are
indeed the primary source for the dynamic twist of the TLOCR as
the torsional resistance (the sign is switched for comparison) of the
TLOCR is pretty close to the moment from the uneven radial
forces in magnitude. Hereafter, the moment on the TLOCR always
means the moment about the center of gravity of the TLOCR that
includes the spring. Figure 10(d) graphically illustrates the static
and dynamic positions of the TLOCR in a tilted piston.

The significance of these results shown in Figures 9 and 10 is
that at the thrust side, large MOFT difference between the two
lands still exists although the relative angle between the TLOCR
and the liner caused by piston tilt is much reduced due to the
dynamic twist. As a result, bore sealing is primarily performed by
one land at a time, and the MOFT of the other land can be as high
as several microns despite the high ring tension applied on the
TLOCR. High MOFT on either land is detrimental to the sealing
ability of the TLOCR as a large amount of oil might either be
transported into the region between the two lands of the TLOCR or
pass by the TLOCR along the bore.

As indicated in Eq. 1, the relative angle between the neutral line
of the TLOCR and the liner varies along the circumferential
direction. Figure 11 shows the MOFT of two lands at five equally
spaced locations. One can see that the MOFT difference of the two
lands decreases from the thrust side to the pin side. The MOFT of
the two lands are almost identical at the pin side since the piston
tilt effects vanish at the pin side (u 5 90 deg in Eq. 1). Then, the

Fig. 10 Integrated radial forces on two lands and all the different relative
angles

Fig. 9 Minimum oil film thickness of the two lands and piston dynamic
tilt
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MOFT difference of the two lands increases from the pin side to
the anti-thrust side. Furthermore, the MOFT difference displays
opposite trend comparing thrust and anti-thrust sides, i.e., at one
moment, if the MOFT of the lower land is higher than the one of
the upper land at one side of the bore, the opposite must be true at
the other side of the bore.

Lubrication Conditions. The lubrication condition between
the lands and the liner at the thrust side is plotted in Fig. 12. The
vertical axis is the axis on the running surface of each land in the
axial direction (Fig. 12(c)). The solid line in Fig. 12 is the mini-
mum point of the running surface of each land, defined as the
location where the clearance between the running surface and the
liner reaches the minimum (Tian et al., 1997b). The region be-
tween the two dotted lines is where hydrodynamic lubrication
occurs (marked as “wetted region” in the graph). The lubrication
condition is largely controlled by the variation of the minimum
point, which is determined by the original running surface profile
and the varying relative angle between the TLOCR and the liner.
When the minimum point becomes the leading edge, e.g., during
early intake and early expansion strokes, hydrodynamic lubrication
disappears and only boundary lubrication exists. If the minimum
point moves to the trailing edge or close to the trailing edge, e.g.,
during the late part of compression stroke, hydrodynamic lubrica-
tion exists in the entire running surface. When the minimum point
is varying within the running surface, the location of the trailing
edge is determined according to the outlet conditions. One can see
the complexity of the lubrication conditions on the running sur-
faces of the two lands as a result of flat land running surface
profiles and large variation of dynamic twist of the TLOCR.
Determining the lubrication between the lands and the liner is in
fact the most difficult and time-consuming part of the computation.

Oil Transport. The MOFT difference between two lands may
result in oil accumulation inside the TLOCR and further oil flow to
the upper regions. Detailed discussion on oil transport around the
TLOCR is beyond the scope of this paper. Here, it is only intended
to show implications of the model predictions on oil transport.
Figure 13 plots the thickness of the oil film on the liner at the thrust

Fig. 12 Lubrication conditions of two lands

Fig. 11 MOFT at five locations
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side after passage of each land during different down-strokes. The
horizontal axis is the liner location with the origin being the TDC
position of the top ring. Since it is assumed that the two lands
always have sufficient oil supply, the liner oil film thickness can
also be understood as the maximum amount of the oil that is
allowed to pass the lands. As seen in Fig. 13(a), down along the
liner from 60 mm, there is more oil allowed to pass by the lower
land than the upper land. As a result, the upper land scrapes the oil
on the liner left by the lower land and oil accumulation inside the
TLOCR may be created. On the other hand, during the early intake
stroke, high liner oil film thickness that passes through the upper
land (Fig. 13(a)) indicates that the oil accumulated inside the
TLOCR can be released by the upper land and may result in oil
accumulation in the upper piston regions. All these studies on oil
transport and influence of the piston third land pressure will be
discussed in future works. Here, through this simple study, one can
see that piston dynamic tilt is able to create oil accumulation in
different regions and may result in irreversible oil transport to
upper piston regions.

Friction. Integrated friction force from the five locations de-
fined in Fig. 11 is plotted in Fig. 14. Two values of boundary
lubrication friction coefficient (f ) were used to show the effect of
boundary lubrication on total friction power loss of the TLOCR.
One can see that reducing the friction coefficient from 0.1 to 0.05
can bring as much as 15 percent reduction to the FMEP of the
TLOCR. Additionally, comparison of two friction traces in Fig. 14
indicates that boundary lubrication exists throughout the entire
cycle. As stated earlier, pretty small roughness values were as-
sumed here on both liner and the running surfaces of the two lands.
One would expect more contribution from the boundary lubrica-
tion to the total friction of the TLOCR with rougher liner and
lands.

Dynamics of the TLOCR and TLOCR/Groove Interaction.
The clearances between the lower side of the TLOCR and the
groove at ID and OD locations at the thrust side are plotted in Fig.
15(a). Also marked in Fig. 15(a) are the oil film thickness on the
lower and upper sides of the groove and the roughness contact line
with thickness of four (4) times of the combined roughness of the
flanks of the TLOCR and the groove. First, one can see that lift of
the TLOCR is dominated by the inertia force of the TLOCR since
in general the inertia force is greater than the other driving force—
friction, as shown in Fig. 15(b). In Fig. 15(b), the unit of the forces
is Newton per unit length in the circumferential direction. Sec-
ondly, switch of the clearances at ID and OD occurs exactly at the
same time as the piston tilt changes the sign (Fig. 9(b)) due to the
dynamic twist of the TLOCR as discussed in the earlier section
(Fig. 10(c)).

With detailed description of the interaction between the flanks
of the TLOCR and groove in the vicinity of the groove, the model
not only predicts the overall up and down motion of the TLOCR
but also the detailed motion when the TLOCR moves to the
vicinity of the groove. This detailed motion in the vicinity of the
groove determines the reaction force from the groove, asperity
contact between the TLOCR and the groove, and the oil transport
through the groove. As can be seen in Fig. 15(a), when the TLOCR
first makes contact with the oil film either on the upper or lower
groove, the oil resistance is low because of thick oil film and small
contact area between the TLOCR and the oil. Then, the penetration
of the TLOCR into the oil becomes much more gradual as the film
thickness decreases and the contact area increases. The oil flow
rates in and out of the groove can also be calculated based on the
model predictions and will be discussed in future works along with
the oil transport from the land/bore interface.

The integrated axial forces and moments from the interactions
of TLOCR and the groove are plotted in Fig. 16. One can see from
Fig. 15(a) and Fig. 16 that the penetration of the TLOCR into the
roughness is not significant and there is little contribution from the
asperity contact to the total reacting force and moment. Addition-
ally, the magnitude of the moment from TLOCR/groove interac-
tion is much less than the moment from the radial forces compar-
ing Fig. 16(b) with Fig. 10(b). However, when engine speed
increases, much increased inertia force should result in greater
reaction force and moment from TLOCR/groove interaction.

Figure 17 shows the lift of the TLOCR with two different sets
of oil film thickness on the flanks of the groove. In Fig. 17(a), 10
mm and 20mm were used for the film thickness on the upper and
lower flanks, respectively. With this set of oil film thickness, the
clearance (36mm) between the TLOCR and the groove is almost

Fig. 14 Integrated friction force of the TLOCR from five locations under
two different friction coefficients

Fig. 13 Oil film thickness left by the two lands during down-strokes
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full of the oil. Compared with the one in Fig. 15(a), the motion of
the TLOCR in Fig. 17(a) is much more gradual and the TLOCR
almost always floats in the groove. On the other hand, with the oil
film thickness of 2mm on both upper and lower flanks of the
groove in Fig. 17(b), up-and-down transition of the TLOCR posi-
tion is steep until the TLOCR makes contact with thin oil layer and
roughness. In this case, pressures from oil squeezing and asperity
contact between the TLOCR and the groove occur at the same time
when the clearance between the TLOCR and the groove is less
than 2 mm. One can see from Fig. 18 that the magnitude of
integrated asperity contact force is significant when the oil film
thickness on the upper and lower flanks of the groove is 2mm.

MOFT Under Different Torsional Stiffness and Ring Ten-
sion. As discussed earlier, uneven radial forces from two lands
as a primary source create dynamic twist on the TLOCR and
reduces the MOFT difference at both thrust and anti-thrust sides
caused by piston dynamic tilt. However, large MOFT difference at
the thrust side still exists when the piston tilt is high since dynamic

twist is limited by the torsional stiffness of the TLOCR. Therefore,
two key parameters that control the MOFT difference are the
torsional stiffness of the TLOCR and the radial forces on the two
lands. In this study, the torsional stiffness and the tension of the
TLOCR were arbitrarily varied, and the maximum of the MOFT of
the two lands at the thrust side is plotted in Fig. 19. The maximum
of the MOFT of the two lands exactly reflects the MOFT differ-
ence of the two lands since the minimum of the MOFT is always
very small. In Fig. 19(a), two other torsional stiffness values (e 5
0.3, 0.8) were used. Not surprisingly, the maximum of the MOFT
decreases with reduction of torsional stiffness as the uneven radial
forces can create greater dynamic twist. Similar trend can be found
in Fig. 19(b) where the tension of the TLOCR was varied. Greater
tension can create greater moment and thus dynamic twist. As a
result, the maximum of the MOFT is reduced when the ring
tension is increased.

Although simple, these results demonstrate a different way to
have a better bore sealing for a TLOCR. A unique feature of a
TLOCR is its two lands being geometrically separated. Thus,
under a tilted piston, a MOFT difference is created on both thrust
and anti-thrust sides. With adequate ring tension, the MOFT of one
land is very low and the efforts for having a better bore sealing
from the TLOCR should perhaps be focussed on how to reduce the
maximum MOFT of the two lands. As demonstrated in Fig. 19,
reducing torsional stiffness can achieve the same level of bore
sealing as increasing ring tension without potentially increasing
friction as the maximum of the MOFT of the two lands is reduced
by either methods. Even considering bore distortion, all the results
here seem to indicate that it is much easier to obtain a small MOFT
for one land than for both lands under a tilted piston. In conclusion,
while ring tension of the TLOCR is certainly an important param-

Fig. 16 Axial forces and moments generated from TLOCR/groove inter-
actions

Fig. 15 Axial position of the TLOCR inside the groove and the driving
forces
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eter and easy to modify in reality, other parameters such as
torsional stiffness are perhaps equally critical to the bore sealing
ability of the TLOCR.

Discussions and Conclusions
A theoretical model for the lubrication and dynamics of twin-

land oil control rings (TLOCR) has been presented. The model
takes into account a number of important aspects of the TLOCR
that have never been discussed before such as the effects of piston
dynamic tilt and detailed interaction between the TLOCR and the

groove when the TLOCR moves close to the flanks of the groove.
The sample results demonstrate the effectiveness of the model in
revealing oil film thickness, dynamics, and the friction of the
TLOCR as well as oil transport through the interfaces of TLOCR/
liner and TLOCR/groove.

The most important finding is the existence of MOFT difference
between two lands under a dynamically tilted piston and this
MOFT difference is most pronounced at both thrust and anti-thrust
sides. As there is plenty of oil below and within the TLOCR, a
large MOFT on either land may cause oil leakage to upper piston
regions. A simple study showed that reducing torsional stiffness
and increasing ring tension can both reduce the MOFT difference
of the two lands and give better TLOCR bore sealing. The results
also show that the model, with its detailed description on oil
behavior between the flanks of the TLOCR and the groove, has
potential for studying oil transport through the flanks of the
groove. With further incorporation of gas flow, a complete oil
transport model for twin-land oil control rings can be established.
Oil transport through oil control rings is one of the most critical
elements for understanding oil consumption from piston system
because an oil control ring controls the amount of oil supply to top
two rings and upper piston regions. Along with the model on
three-piece oil control rings (Tian et al., 1998b), better understand-
ing can be gained on the oil transport in the piston ring-pack.

Many aspects of the model predictions qualitatively match the
experimental measurements of Ariga (1996) and Takiguchi et al.
(1998). Ariga’s measurements clearly indicate change of relative
angle between the TLOCR and the groove due to change of the
direction of piston tilt as predicted by the present model (Fig.
15(a)). Additionally, the damping effects of oil film thickness
inside the TLOCR groove shown in Fig. 17 of the present paper

Fig. 17 Motion of the TLOCR under two different assumed oil film
thickness on the flanks of the groove

Fig. 18 Integrated axial forces from TLOCR/groove asperity contact
under thin oil film thickness

Fig. 19 Maximum of the MOFT of the two lands under different torsional
stiffness and ring tensions
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can be found in Fig. 12 of Ariga’s work (Ariga, 1996). Takiguchi’s
LIF measurements at mid-stroke (Takiguchi et al., 1998) show that
the film thickness of the two lands of the TLOCR has different
relationship at thrust side and anti-thrust side. For instance, in
Takiguchi’s work (Takiguchi et al., 1998), it is shown that the film
thickness of the lower land is higher than the upper land at mid
expansion stroke at the thrust side. On the other hand at the
anti-thrust side, the film thickness of the upper land is actually
slightly higher than the lower land at mid expansion stroke. This
difference in oil film thickness between thrust and anti-thrust sides
may be due to the piston tilt effects, as indicated by the present
model. As one knows, piston tilts toward the thrust side during mid
expansion stroke. However, caution has to be made when com-
paring the predictions of the present model with the LIF. As
described earlier, fully flooded inlet condition was used in the
present model. Therefore, to be more precise, in practice, the
maximum MOFT of two lands predicted by the present model
should be interpreted as the clearance between the land and the
liner because there might be no sufficient oil to feed high clearance
between the land and the liner. On the other hand, LIF measure-
ment is not able to tell if there is only oil between the land and the
liner.

The current model is essentially a two-dimensional model for
one section of the TLOCR that neglects the stress constraint from
other sections and existence of the gap by using a constant tor-
sional stiffness for different sections. The accuracy of the model
and necessity for extending the model into a three-dimensional one
will be determined by further validation with experiments and
engine tests.
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The Potential for LNG as a
Railroad Fuel in the U.S.
Freight railroad operations in the United States represent a substantial opportunity for
liquefied natural gas (LNG) to displace diesel fuel. With the promise of achieving an
overwhelming economic advantage over diesel fuel, this paper presents some discussion
to the question, “Why is the application of LNG for railroad use in the U.S. moving so
slowly?” A brief overview of the freight railroad operations in the U.S. is given, along
with a summary of several railroad LNG demonstration projects. U.S. Environmental
Protection Agency and California Air Resources Board exhaust emission regulations may
cause the railroad industry to move from small-scale LNG demonstration projects to using
LNG as a primary freight railroad transportation fuel in selected regions or route-specific
applications.

Introduction
A quiet renaissance is occurring within the freight railroad

industry in North America. After decades of downsizing, the
industry has recently been faced with the unfamiliar challenge of
accommodating record growth. When the U.S. Congress passed
the Staggers Railroad Act in 1980, deregulating railroads, the
industry took painful steps needed to increase competitiveness.
Over the next decade, employment was reduced from 532,000 to
292,000, while intercity revenue freight increased from 1,350 to
1,560 billion tonne-km. The industry reduced its locomotive fleet
from 28,000 to 18,800, and eliminated older, less fuel-efficient
models in favor of new, efficient, higher power locomotives. This
resulted in a remarkable improvement in fuel economy, from 1,290
to 1,822 revenue tonne-km per liter of diesel fuel.

The U.S. Interstate Commerce Commission (ICC), which was
dissolved in December 1995, classified U.S. railroads by their level
of operating revenue. In 1994, there were twelve freight railroad
companies that had revenues greater than the $255.9 million
threshold for “Class I” railroads.

Much of the recent growth in railroad freight movement is a
result of problems within the long-haul trucking industry, which
has seen rapid cost increases and nationwide shortage of qualified
drivers. The economic situation of the trucking industry has en-
couraged use of intermodal shipping, where truck trailers or con-
tainers are transported long distances by train, then transferred to
trucks for local distribution. Railroads are responding to the in-
creased demand by buying new locomotives and freight cars,
hiring people, and investing in new facilities.

Deregulation has led all freight (and passenger) modes to lower
their rates per tonne-km (passenger-km) since the late 1970’s. The
Association of American Railroads (AAR) reports that railroad
revenue per tonne-km for selected years is as follows

Year Current $ Constant$

1984 0.044 0.044
1989 0.038 0.032
1993 0.036 0.027

Market forces continue pushing transportation companies to find
ways to reduce costs to keep prices down yet maintain profitability.
As discussed below, diesel fuel costs are the second largest oper-
ating cost item for railroads (after labor), and therefore, the rail-
roads are working hard to reduce fuel costs.

Railroad Energy Consumption and LNG Market Poten-
tial

When considering the U.S. freight railroads as a potential LNG
market it is interesting to first put the size of the freight railroad
industry of the U.S. into perspective with other world freight
railway systems. Figure 1 compares the size of the U.S. Class I
railroads to selected world railways based on revenue tonne-km in
1992. The Russian railroads are big. Very big. However, traffic has
decreased dramatically since 1990, when the former USSR rail-
roads moved 3717 billion tonne-km of freight, to 1993 when
Russia moved 1607 billion tonne-km. The Russian railway system
is roughly 75 percent electrified, with the remainder diesel-electric.
Even the 25 percent that is diesel electric represents an attractive
market for LNG use.

In 1997, the U.S. Class I railroads operated 224,374 km of track,
using 13.64 billion liters of diesel fuel (0.49 quads) in 19,682
diesel-electric locomotives to move 2270 billion tonne-km of
freight (Railroad Facts, 1998). If there were a 100 percent conver-
sion to LNG by the U.S. freight railroads, it would result in
roughly a 2 percent increase in total U.S. natural gas consumption.

The average cost in 1997 of the ASTM No. 2-D diesel fuel used
by the U.S. railroads was $0.18 per liter ($0.68 per U.S. gallon).
Fuel costs represent an average operating expense of 7.4 percent of
total revenue. Therefore, the cost of fuel is a fundamental variable
in the profitability of the railroads.

Although a comprehensive discussion on the economics of LNG
as compared to diesel fuel is beyond the scope of this paper,
several feasibility studies have been performed in recent years
(Bepple, 1987; Para, 1992; SwRI-5285, 1994). The underlying
conclusions of these studies are similar: LNG, under a given set of
economic and operating assumptions, has a direct economic ad-
vantage over diesel fuel. However, capital requirements for wide
scale conversion to LNG are very large, and the assumptions
modeled contain enough uncertainty to cause the railroads in the
U.S. to be very cautious in their consideration of LNG. These
facts, coupled with the uncertainty in gas engine availability and
durability, have slowed, but not stopped, progress toward intro-
duction of LNG into this market. Several LNG-fueled engine and
locomotive demonstration programs are currently underway; and
locomotive exhaust emission regulations, especially for the Los
Angeles, California area, could provide the necessary incentives
for selected railroads to opt for LNG.

LNG Locomotive Demonstration Projects in the U.S.
The use of LNG in U.S. locomotive engines was demonstrated

by SwRI in 1986 in a project funded by the U.S. Department of
Energy (Wakenell, 1987; Wakenell, 1988). A model 567B two-
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cylinder research engine manufactured by the Electro-Motive Di-
vision of the General Motors Corporation (EMD), was modified
for dual-fuel operation using LNG as the primary fuel (up to 99
percent), and diesel fuel as the pilot charge to ignite the gas. The
project demonstrated that high pressure, late cycle gas injection
could yield engine performance that matched that of the unmodi-
fied diesel, with only slightly lower thermal efficiency. However,
the exhaust emission tests revealed that the diesel pilot and natural
gas fuel injection systems needed further development. Excessive
smoke, particulate matter (PM), and carbon monoxide (CO) emis-
sions at high power conditions indicated over-fueling and incom-
plete combustion.

Burlington Northern Railroad. While SwRI was demon-
strating high pressure, late cycle gas injection, the Burlington
Northern Railroad (BN) was well into proof-of-concept testing
using natural gas as a locomotive fuel. In 1983, BN modified an
EMD model GP-9 locomotive, powered by a naturally aspirated
16-cylinder, 1300 kW, model 567C engine, to run on natural gas
(dual-fuel). A compressed natural gas (CNG) highway trailer
mounted on a flat car was used to haul the fuel. From 1985 through
1987, on-the-rail tests of BN No. 1961 on a route between Min-
neapolis, Minnesota and Superior, Wisconsin (approximately 240
km) proved that a natural gas-powered locomotive could be oper-
ated safely. BN also established that the relatively low energy
density of CNG made it impractical for wide-scale railroad use,
and BN’s focus shifted to LNG.

In 1987, BN entered into an agreement with Air Products and

Chemicals, Inc. (APCI) to develop fuel tender cars, storage, and
refueling facilities for railroad application of refrigerated liquid
methane (RLM, a purified form of liquid natural gas). They also
explored the various types of technology available to convert high
power turbocharged locomotives to use RLM. The BN and APCI
settled on engine conversion equipment and technology developed
by Energy Conversions, Inc. (ECI) of Tacoma, Washington. BN
and APCI, working with ECI, applied the ECI dual-fuel conver-
sion system for a EMD model SD40-2 locomotive equipped with
a turbocharged 2,237 kW model 16-645E3B engine (Stolz, 1992;
Olson, 1993; Jensen, 1994). The combined efforts resulted in a
locomotive that achieved BN’s goal of producing 100 percent of
the diesel power rating using dual-fuel operation, while maintain-
ing diesel-only capability for operation when RLM was not avail-
able (Gillispie, 1994).

In October 1991, BN contracted with SwRI to perform exhaust
emission measurements on the first of two dual-fuel SD40-2 lo-
comotives converted by ECI. BN locomotive No. 7890 had just
successfully completed a 500-hour durability test, and BN wanted
to understand the modified engines’ exhaust emission characteris-
tics before operation in revenue service. A mobile SwRI emissions
test facility was transported to Tacoma, Washington where gas-
eous (HC, CO, NOx, O2, and CO2) and particulate emission mea-
surements were made. A gas chromatograph was used to measure
methane (CH4) content of the exhaust to compute nonmethane
hydrocarbon (NMHC) emissions. The full load emissions data
from those tests, given in Fig. 2, show that NOx emissions from the
dual-fuel locomotive were well below the baseline level of 16.4
g/kW-hr, and PM emissions were also lower than diesel levels.
However, the conversion dramatically increased NMHC and CO
emissions over diesel levels, with CO emissions about seven times
higher, and NMHC levels about two times higher. The results
clearly demonstrated the trade-off of achieving NOx reductions at
the expense of increased HC and CO emissions. Although natural
gas is generally considered a “clean” fuel, the emissions data
indicated that the BN locomotive needed additional development
for emissions optimization. Though economic concerns were pri-
mary motivations for BN’s dual-fuel demonstrations, a fuel con-
sumption penalty of about nine percent at rated power was ob-
served during dual-fuel operation.

In 1992, two BN SD40-2 dual-fuel locomotives were placed
in revenue service, hauling 13,500 tonne coal trains from the
Powder River Basin of Montana to an electric power plant in
Superior, Wisconsin. RLM was supplied from a 95,000 liter
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Fig. 1 Relative size of major freight railway systems
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tender car located between two dual-fuel locomotives. This
allowed the locomotives to make the 2700 km round trip with
one fueling stop at an RLM facility established by APCI near
Staples, Minnesota. One of the two locomotives with the RLM
tender car is shown in Fig. 3.

The two RLM-fueled locomotives were used in revenue service
until late 1995, when the BN Railroad merged with the AT&SF
Railroad to become the Burlington Northern Santa Fe Railway
Company (BNSF). The new management at the BNSF made the
decision that enough had been learned from the BN demonstration,
and that future efforts should focus on the current generation of
high-power locomotives. When BN’s LNG project began in the
mid 1980’s, the 2237 kW EMD model SD40-2 was the “back-
bone” of the U.S. locomotive fleet. It was the logical candidate at
that time for conversion to LNG, with expectations that these
locomotives would be primary power for the railroads for the next
20 years. During the 5–7 year period while the BN LNG-fueled
locomotives matured into reliable locomotives, the makeup of the
BN’s fleet began to change rapidly. New microprocessor-
controlled locomotives from both EMD and GE offered dramatic
improvements in power, adhesion (wheel slip control), reliability,
and fuel consumption. The scale of the differences was such that
BN placed the largest single locomotive order ever in the U.S., 350
EMD model SD70MAC locomotives. Three of these new 3000
kW locomotives could replace five of the SD40-2s. GE now offers
3356 kW locomotives as their standard power level. Both EMD
and GE are introducing new 4,475 kW locomotives. The model
SD40-2 locomotive, the mainstay of most Class I locomotive
rosters just a few years ago, is rapidly being displaced by these
new high power locomotives. Any LNG engine development for
today and tomorrow must focus on the new high power locomo-
tives. BNSF is now considering development of the EMD model
710 engine with ECI.

MK Rail. In 1993, MK Rail Corporation (now MotivePower
Industries) introduced the MK 1200G switcher locomotive. This
was an LNG mono-fuel locomotive powered by a Caterpillar
model 3516G turbocharged, aftercooled, spark-ignited, lean-burn
engine producing 1000 kW. The exhaust emissions characteristics
of this LNG engine made it particularly attractive for use in the
Los Angeles area, where the Union Pacific Railroad (UP) and
BNSF each have successfully operated two of these locomotives in
daily revenue switching service. MK Rail reports that these en-
gines have NOx levels of 2.7 g/kW-hr, CO levels of 2.5 g/kW-hr,
total HC levels of 3.8 g/kW-hr, and PM levels of 0.11 g/kW-hr,
measured in accordance with ISO 8178-1. These emission levels
clearly demonstrate the potential for natural gas fuel to achieve
very low exhaust emission levels, but reported performance also
demonstrates the limited power density inherent with lean-burn
spark-ignited gas engines. The Cat 3516G engine, rated at 1,000
kW on natural gas, is typically rated at nearly 1,900 kW on diesel
fuel. As the railroads push for freight locomotives of higher and
higher power capacity, spark-ignited lean-burn gas engines simply
do not provide enough power density for high power applications.

Union Pacific Railroad. In March of 1992, EMD and the UP
announced an agreement for modifying two EMD 3000 kW model
SD60M locomotives which would run either on diesel fuel alone,
or on dual-fuel with diesel and high pressure natural gas. In May
of 1992, the Transportation Systems Division of the General
Electric Company (GE) announced that they would develop a
dual-fuel 3000 kW model Dash-8 locomotive for the UP. At that
time, delivery and testing of these prototype locomotives were
scheduled for mid 1993. Work progressed on demonstration units
at both companies until 1995, when technical difficulties with the
high pressure fuel injection systems on both designs, combined
with the introduction of many other technologies on diesel loco-
motives, resulted in both builders suspending their LNG freight
locomotive programs. EMD, however, has remained active in
LNG locomotive developments for passenger applications.

GasRail USA. GasRail USA is a multi-year, cooperative in-
dustry research project, initiated in 1993 by SwRI to develop
natural gas engine technology for U.S. railroad freight and pas-
senger locomotives, and to demonstrate that the use of LNG can
lower exhaust emissions. Participants in the program represent a
wide range of organizations: the federal government, state agen-
cies, freight and passenger railroads, original equipment manufac-
turers, and the natural gas industry. Members of the project have
included the U.S. Department of Energy, South Coast Air Quality
Management District, Southern California Regional Rail Author-
ity, California Air Resources Board, Union Pacific Railroad,
Electro-Motive Division of General Motors Corporation, Southern
California Gas Company, Gas Research Institute, and Amoco
Petroleum Products.

The GasRail project grew out of SwRI’s extensive experience in
developing engines that can operate on natural gas and other
alternative fuels. The research and development phases of the
project included both single and multi-cylinder engine develop-
ment. Work is continuing with multi-cylinder engine development,
and integration of an LNG-fueled engine and its associated fuel
storage and handling systems into a 2250 kW EMD model F59PHI
passenger locomotive. Following integration, on-track demonstra-
tions of the passenger locomotive will be conducted in Los An-
geles by the Southern California Regional Rail Authority
(SCRRA), through its heavy-rail passenger service known as
Metrolink. A photograph of the Metrolink F59PHI locomotive is
given in Fig. 4.

Exhaust Emission Regulations—The Driving Force?
In 1988, the California Clean Air Act required the California Air

Resources Board (CARB) to regulate a broad category of off-
highway mobile sources, including locomotives. In response, the
focus of the ongoing AAR research programs at SwRI shifted from
fuel studies and engine durability issues to exhaust emissions
testing. Gaseous and particulate emission measurements were per-
formed the following year at SwRI on two 12-cylinder locomotive

Fig. 2 Full load exhaust emissions results of BN No. 7890

Fig. 3 BN No. 7890 natural-gas fueled locomotive
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research engines. The emission results were used as the basis for
much of the California locomotive emissions inventory to deter-
mine what percentage of air pollution in the state was attributable
to locomotives (Fritz, 1989; Booz-Allen, 1991). In 1990, work for
the AAR progressed from emissions characterization to emissions
reduction programs, which investigated the effects of retarded fuel
injection timing, enhanced aftercooling, and use of low-aromatic,
low-sulfur diesel fuel (Markworth, 1992; Cataldi, 1992).

The Federal Clean Air Act Amendments of 1990 directed the
U.S. Environmental Protection Agency (EPA) to promulgate emis-
sion regulations for new locomotive engines by 1995. This action
brought exhaust emission regulations to the attention of railroads
nationwide, not just those operating in California. EPA estimates
that current unregulated locomotives contribute about four percent
of the total nationwide NOx emissions, which is about nine percent
of the total nationwide mobile source NOx emissions. This makes
locomotives one of the largest remaining unregulated sources of
NOx emissions in the U.S.

Because the service life of a locomotive is relatively long—
typically 30 years or more—EPA regulations address both new
and in-use locomotives. This process deviates significantly from
other EPA mobile source regulations, in which only new automo-
bile, truck, and bus engines are directly regulated. In addition, the
resulting burden of compliance testing rests solely with the orig-
inal equipment manufacturers (OEM). The railroad industry faces
many of the same responsibilities as OEMs regarding emissions
certification of their rebuilt or remanufactured engines.

In response to pending regulations at both the state and federal
level, the railroad industry shifted the focus of research and de-
velopment efforts at SwRI from laboratory engine work to field
testing of in-use locomotives. The industry recognized that emis-
sion regulations were being developed without technical support
information, and set out to develop in-use emissions data on which
effective regulations could be based. Sponsored by the AAR,
SwRI began field testing in-use locomotives at a temporary facility
established at the UP Railroad switchyard in San Antonio. Be-
tween October 1992 and February 1993, SwRI tested 13 locomo-
tives, covering three different engine models (Fritz, 1994; Fritz,
1995). On completion of these tests, it became apparent that future
test requirements were such that a more permanent facility was
needed, one which included particulate emissions measurement
capability. In October 1993, locomotive exhaust emissions testing
began at a new test site located near downtown San Antonio. The
SwRI Locomotive Exhaust Emissions Test Center was developed

in cooperation with the AAR and the Southern Pacific Railroad,
and is located at a former SP repair shop. Since this facility
opened, over 50 revenue-service locomotives, including some 18
engine models, have been tested (Fritz, 1995; Fritz, 1995). Pre-
sented in Table 1 is a summary of the locomotive exhaust emis-
sions for the various engine models tested.

Table 2 gives the EPA locomotive emission levels for the
following locomotive engines (Federal Register, 1998):

Exempt Pre-1973 engines: any engine manufactured before Jan-
uary 1, 1973 would be exempt from emissions regu-
lation.

Tier 0 1973–2001 engines: any engine manufactured between
January 1, 1973 and December 31, 2000.

Tier 1 2002–2004 engines: engines manufactured between Jan-
uary 1, 2002 and December 31, 2004.

Tier 2 20051 engines: Engines manufactured after January 1,
2005.

NOx emissions are the target of the Tier 0 and Tier 1 regulations.
In general, the Tier 0 regulations represent roughly a 25 percent
reduction in NOx emissions for current locomotives, and a 40
percent NOx reduction from today’s levels for new locomotives
manufactured between 2002 and 2005. HC, CO, and PM levels are
already below the proposed levels for these locomotives. New
locomotives manufactured after 2005 will have roughly a 60
percent reduction in NOx, and also significant reductions in HC,
CO, and PM. The proposed HC and CO levels for these locomo-
tives will require the use of advanced engine or aftertreatment
(catalyst) technologies for LNG-fueled engines, and maybe also
for diesel-fueled engines.

Although California first proposed locomotive exhaust emission
standards, their progress has been slowed by the EPA rulemaking,
and specifically over jurisdictional issues of when a “new” loco-
motive, subject to EPA regulations, becomes “used,” and therefore

Fig. 4 Metrolink F59PHI passenger locomotive before conversion to
LNG

Table 1 Locomotive exhaust emissions summary

Table 2 EPA locomotive emission standards
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potentially regulated while operating in California. It appears that
there will likely be a “Southern California” fleet of low emission
locomotives beginning around 2010, in which the entire fleet of
locomotives operating in a defined area would have to meet the
2005 Tier 2 standards. The relatively strict NOx limits proposed
present the best opportunity for application of widespread use of
LNG in locomotives.

The U.S. railroads expect that in 2010, locomotives operating in
the South Coast District will average no more than the EPA 2005
emissions limits of 7.4 g/kW-hr. One method the railroads could
apply to meet the average is simply operating only locomotives
manufactured after 2004. Alternatively, they could operate a
mixed fleet that has some older power (switchers), some 20051
units, and some locomotives that are lower in emissions than 2005
1 locomotives, that are averaged against those that are higher than
the 20051 standards. The methodology used to “average” the
emissions from different types of locomotives has not yet been
determined. The South Coast average is a separate agreement
between the BNSF and UP railroads and CARB.

Observations
Significant locomotive market penetration of LNG faces many

challenges. U.S. government funding for research and develop-
ment (primarily through the DOE) is getting smaller and smaller.
The railroads are merging, and in the process, reducing or elimi-
nating internal R&D groups. The industry is also changing the way
it views locomotives. Prior to the 1980s, U.S. railroads purchased
locomotives outright. In the 1980’s, leasing locomotives became
popular. Today, more and more railroads are simply buying MW-
hrs, with locomotive ownership and maintenance provided by third
parties, often the locomotive builders themselves. This current
trend complicates the economic models for considering LNG.

As the EPA locomotive exhaust emission regulations are imple-
mented, LNG will have to compete against low emission diesel
technology which has been developed for on-highway truck-sized
engines in the U.S. Furthermore, EPA regulations for HC and CO
for locomotives built after 2005 will likely require advanced
emission control systems for LNG-fueled engines. Also, the reli-
ability of low-emission LNG-fueled engines in locomotive appli-
cations has yet to be proven.

Even in the face of these obstacles, LNG-fueled locomotives are
likely to play a role in the future. California emission regulations
will likely provide necessary incentives for introducing LNG into
wide scale locomotive use. Future crude price/supply disruptions
could trigger interest on a broader scale. The price of “reformu-
lated” diesel fuel, if its use is required by the railroads, could also
affect interest. Market economics will continue to push the rail-
roads to reduce operating costs, and LNG may be an attractive
alternative to diesel fuel.

In summary, unless there is a dramatic change in the price
relationship between diesel fuel and LNG, emission regulations in
Southern California will drive need for LNG-fueled locomotives,
starting in 2010. For the next ten years, LNG use will be limited to

small scale locomotive demonstrations. However, this is an im-
portant step in developing the necessary low-emission engine
technologies, and to assess the capital requirements for LNG use in
everyday railroad operations.
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Variable Composition Hydrogen/
Natural Gas Mixtures for
Increased Engine Efficiency and
Decreased Emissions
It is well known that adding hydrogen to natural gas extends the lean limit of combustion
and that in this way extremely low emission levels can be obtained: even the equivalent
zero emission vehicle (EZEV) requirements can be reached. The emissions reduction is
especially important at light engine loads. In this paper results are presented for a GM
V8 engine. Natural gas, pure hydrogen and different blends of these two fuels have been
tested. The fuel supply system used provides natural gas/hydrogen mixtures in variable
proportion, regulated independently of the engine operating condition. The influence of
the fuel composition on the engine operating characteristics and exhaust emissions has
been examined, mainly but not exclusively for 10 and 20 percent hydrogen addition. At
least 10 percent hydrogen addition is necessary for a significant improvement in effi-
ciency. Due to the conflicting requirements for low hydrocarbons and low NOx, deter-
mining the optimum hythane composition is not straight-forward. For hythane mixtures
with a high hydrogen fraction, it is found that a hydrogen content of 80 percent or less
guarantees safe engine operation (no backfire nor knock), whatever the air excess factor.
It is shown that to obtain maximum engine efficiency for the whole load range while taking
low exhaust emissions into account, the mixture composition should be varied with respect
to engine load.

Introduction
Hydrogen-enriched natural gas has been the subject of several

research projects. These mixtures of natural gas and hydrogen are
commonly named “Hythane” (a registered trademark of Hydrogen
Consultants Inc.).

Main point of interest is that with the addition of hydrogen, the
lean limit of natural gas operation can be extended, without going
into the lean misfire region. This results in low and even extremely
low NOx levels with only a slight increase in hydrocarbons. The
low exhaust emission levels are obtained without emission control
equipment (without a catalytic convertor). The CO and CO2 values
are lower for any gaseous fuel compared to gasoline, and for
hydrogen no CO or CO2 is formed at all (from the fuel itself).

Although hydrogen is an alternative fuel with very clean burn-
ing characteristics, a high flame propagation speed and wide flam-
mability limits, it also has disadvantages. The complexity and
weight of hydrogen storage, the loss of power associated with the
use of pure hydrogen and the backfire phenomenon are the most
important ones. The addition of natural gas to hydrogen (also
hythane, but with a high percentage of hydrogen) can solve the
backfire problem. In many cases backfire restricts the operating
region of the air-fuel mixture on the “rich” side. With natural gas
addition stoichiometric mixtures can be run without any other
precautions.

The proposition of an Equivalent Zero Emission Vehicle
(EZEV) at 10 percent of the 1997 ULEV (ultra low emission
vehicle) requirements by the California Air Resources Board
(CARB) has encouraged the research in lean burn hydrogen or
hythane spark ignited engines.

In the literature similar trends are found using hythane blends.

When comparing the results in detail, one has to keep in mind that
the composition of natural gas can be quite different (for different
countries). The methane content can change from 90 to 98 percent,
with sometimes high nitrogen concentrations (1 to 8 percent). This
will of course influence the experimental results.

Hoekstra et al. (1994, 1995) examined a V8 Chevrolet 350
engine at one particular speed (12.7 kW, 1700 rpm,e 5 9:1) with
different hydrogen enriched compressed natural gas mixtures (0,
11, 20, 28, 36 percent H2) to simulate a light-duty truck traveling
along a level paved road at 55 mph. They found extremely low
NOx values atl 5 1.6 (f 5 0.625) for the 28 and 36 percent H2

blends (with 28 percent H2 : NOx 5 28 ppm or 0.21 g/bhph and
with 36 percent H2 : NOx 5 12 ppm or 0.10 g/bhph).

In Hoekstra et al. (1996) described test results concerning the
NOx emissions and the efficiencies of two engines. They conclude
that with a 30 percent hydrogen–70 percent natural gas mixture the
NOx levels can be less than 10 ppm. With negligible efficiency
penalty relative to MBT spark timing: the first engine (the same as
described above running at the same speed) operated atl 5 1.54
(f 5 0.65); for the second engine (tests at Sandia National
Laboratory on a single cylinder Onan engine; 0.49 l,e 5 14:1) the
air-fuel ratiol was increased to 1.91 (or the equivalence ratiof
diminished to 0.52) to obtain this low NOx level.

Swain et al. (1993) and Yusuf et al. (1997) made tests with a 20
percent hydrogen–80 percent natural gas blend on two engines (2
l Nissan and 1.6 l Toyota) under light load conditions. The increase
in flame front propagation speed by H2 enrichment was measured
(up to 29 percent), with a lean limit of combustion for the hythane
blend atl 5 1.85 (l 5 1.56 for pure methane). For hythane a 10
to 14 percent improvement in the brake thermal efficiencies over
methane was found.

Larsen and Wallace (1997) and Cattelan and Wallace (1994)
tested a turbocharged 3.1 l V6 engine under mid and high load
conditions with a 15 percent H2 hythane blend and found similar
trends (for the exhaust concentrations in ppm) as the light load
tests by Swain et al. (1993) and Yusuf et al. (1997). It was clearly
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demonstrated that hythane reduces the exhaust concentrations of
regulated pollutants and increases the efficiency of a spark ignition
engine.

Raman et al. (1994) described lean burn and stoichiometric
combustion tests with a three-way catalyst. The latter under steady
state and transient conditions. For the lean burn (5.7 l GM V8)
engine it was again shown that hydrogen extends the lean limit of
natural gas, thereby enabling lower NOx emissions without exces-
sive THC. When the BMEP advantage of hythane is sacrified by
retarding the spark advance until methane and hythane produce
equal BMEP the NOx concentrations drop significantly.

Bell and Gupta (1997) described tests with lean mixtures of
natural gas blended with 5, 10, and 15 percent hydrogen on a 4
cylinder 2.5 l GM engine at 2200 rpm and 50 percent WOT.
Engine performance parameters, heat release analyses and exhaust
emissions of CO, NO, and HC were presented. Again the subject
of the research was to extend the lean operating limit of the engine
and to investigate the performance and emissions characteristics of
the SI engine at these conditions. In the air-fuel ratio range 1.11 to
1.33 (equivalence ratio range of 0.75 to 0.90) the hydrogen addi-
tion did not result in a significant increase in BHP. At the natural
gas lean operating limitl 5 1.56 (f 5 0.64) hydrogen addition
allowed an increase in power (up to 47 percent again with 15
percent H2) due to an increase in the average flame speed main-
taining a sufficient heat release rate for good combustion quality.
The lean operating limit (15 percent H2) was reached aroundl 5
2.38 (f 5 0.42). Brake thermal efficiencies (15 percent H2) were
higher than for the other fuelling cases at corresponding equiva-
lence ratios. A maximum BTE of 37 percent was found atl 5 1.54
(f 5 0.65) and atl 5 1.89 (f 5 0.53), an equal value compared
to the use of pure natural gas atl 5 1. With the addition of H2 and
the extension of the lean limit, a minimum value of 0.11 g/bhph
was obtained for NOx over a relatively broad range of equivalence
ratio. A smaller quench zone as the flame is able to propagate
closer to the wall and a reduction of partial burning with H2

addition results in a reduction of HC emissions. A significant
change in the combustion process was observed with 10 and 15
percent H2 addition (improvement in engine performance and a
marked extension of the lean limit). With 5 percent H2 addition the
improvement was only small. It was envisioned that a minimum
concentration of H2 addition is required to result in an energy
release rate increase large enough to affect performance.

Description of the Test Rig

Engine. A Crusader T7400 spark ignited engine (based on the
GM 454 engine, best known as the Chevrolet Big Block) was
adapted for gaseous fuels.

The engine specifications are as follows:
—8 cylinders in V
—bore: 107.95 mm
—stroke: 101.60 mm
—swept volume: 7.41 (454 in3)
—compression ratio: 8.5:1
—engine speed: 1000–4500 rpm
—ignition sequence: 18436572
The engine is connected to a water (Froude) brake.
The gas (natural gas, hydrogen or hythane) is mixed with the air

in a gas carburettor. The venturi of the gas carburettor is slightly
under-dimensioned, which causes a lower volumetric efficiency
and some power loss. For the comparison of the different fuels,
this has no importance.

The composition of the natural gas consists of 91 percent
methane, 6 percent ethane, 1.5 percent propane, 0.8 percent nitro-
gen and smaller fractions of higher hydrocarbons. The ignition is
done by a single-firing system (one spark for each cycle of
720°ca), which is necessary to avoid backfire when using hydro-
gen. The ignition timing is regulated by a special disc on the
distributor.

The Fuel Supply System. The layout of the system is shown
in Fig. 1. The fuel is delivered to the engine through a gas venturi,
which is supplied with the fuel mixture at a slight overpressure.
The richness is controlled using a control valve in the supply line.

Both pure hydrogen and natural gas as well as mixtures of these
fuels can be used with this system. The hydrogen is stored in 9
steel bottles at a pressure of 200 bar; the natural gas is obtained
from the city gas net at 30 mbar overpressure. Measurement of the
fuel flow rate is made using mass flow meters in both of the supply
lines. The extra bottle in the hydrogen line was used previously to
measure the hydrogen flow: the main supply line is shut off so that
the hydrogen is consumed from the bottle.

If hythane is used, the hydrogen flow is controlled by a mass
flow controller (the same device is used as mass flow meter for
pure hydrogen). From the measured natural gas flow the necessary
hydrogen flow is computed and supplied as input signal to the
mass flow controller. This results in a constant hydrogen content
(accuracy of flow meter and flow controller each 1 percent FS at
calibrated conditions), independent of engine speed and load. The
hydrogen concentration is given in volume percent (the term mass
flow meter/controller only means that the measurement is auto-
matically compensated for temperature and pressure changes, the
reading is in Nm3/h). Alternatively, hythane (or any other fuel)
from a high pressure tank (200 bar) can be used for short runs: it
contains a very limited amount of hythane and freezing problems
can occur. By putting this tank on a scale fuel consumption can be
measured as well.

Apparatus. The engine is fully equipped with the usual sen-
sors. The measurement/control signals are read and controlled by
a PLC system (programmable logic controller). This system
monitors engine speed, oil and coolant temperature, exhaust gas
temperatures, etc. and shuts off the engine when necessary. With
a Microsoft Excel worksheet all values are stored and can be made
visible on a screen.

Fig. 1 The fuel preparation system
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The exhaust temperatures and the exhaust gas composition can
be measured at the exhaust of each cylinder and at the end of each
bank (V engine). Two O2 (l)-sensors are installed at the common
exhaust pipe of each bank, which allows an immediate value of the
air-fuel ratio of each bank. Thel-sensors and the exhaust temper-
atures give the possibility to check if all cylinders behave the same.

The exhaust gas components are measured with the following
methods of measurement: CO, CO2, NO, NO2 (multor 610, non
dispersive infra red); O2 (servomex model OA 1100, paramag-
netic), HC (Signal model 3000, flame ionization).

Experimental Results and Discussion
All measurements were made at 3800 rpm, with the throttle

wide open (WOT). These conditions are chosen because at that
engine speed maximum power is reached. No other throttle posi-
tions were used because for hythane and hydrogen the best effi-
ciency is achieved when regulating power through adjustment of
the air fuel ratio instead of the inlet pressure (this doesn’t neces-
sarily hold true for very low percent H2 concentrations of hythane
and for the very low loads in which we are not interested in this
study). This is not the case for natural gas because its combustion
becomes so slow at lean mixtures that efficiency suffers and even
misfire occurs below a certain equivalence ratio (however, this
depends to great extent on the engine considered). Therefore, the
lean limit as such has not been investigated here.

The measurements are analysed with respect to mean effective
pressure instead of power, to make the results less dependent on
engine size and speed. For a similar reason, exhaust emissions are
represented in g/kWh instead of ppm or volume percent: this way
the dependence on effective engine power is avoided. More spe-
cifically, this also avoids the effect of the dilution with air of the
noxious emissions in lean mixtures.

Natural Gas and Hythane With 10 and 20 Volume Percent
Hydrogen.

Brake Mean Effective Pressure, Fuel Consumption, Thermal
Efficiency, Volumetric Efficiency and Ignition Advance.In a first
set of measurements a comparison is made between natural gas
and two blends of hythane (hythane with 10 and 20 volume percent
hydrogen, respectively). Each time, spark timing was optimised for
maximum power (MBT).

Figure 2 shows how the air-fuel ratiol (l 5 1/f) influences
bmep. As can be seen clearly, the different fuel mixtures give very
similar results: the only major difference is the ability of hythane
to run leaner, the more so the higher the hydrogen content. For
pure natural gas the lean limit gives a large reduction in engine
power (however, no significant benefit is to be expected from such
lean running: low efficiency and large hydrocarbon emissions).

The specific fuel consumptionbe (expressed in g/kWh) for the
same conditions as in Fig. 2 has a lowest value between 1.1 and 1.2
for each of the fuels. Because of the very different lower heat

values of combustion (for hydrogen 120 MJ/kg and for methane 50
MJ/kg), efficiency comparisons should be made using Fig. 3. This
shows that a hydrogen addition of 10 percent increases efficiency
moderately, whereas 20 percent hydrogen gives no significant
extra benefit (for the samel-value). This result is in agreement
with Bell and Gupta (1997), they also found a significantly higher
efficiency when adding 10 percent hydrogen, and no further im-
provement when going to 15 percent hydrogen.

Figure 4 gives the efficiency as a function of bmep for the fuels
considered. This shows that at lower loads higher hydrogen con-
tents always give a significantly higher efficiency.

Figure 5 shows that the volumetric efficiency, defined as the
volume air and gas aspirated into the engine divided by the swept
volume, is nearly independent of the fuel and only slightly depen-
dent on the air fuel ratio (increases from 0.70 to 0.72). This is to
be expected since the inlet manifold contains mainly air whatever
the mixture used (more than 80 volume percent even with hydro-
gen). The low volumetric efficiency is due to the suboptimal inlet
system (obstruction by the venturi), as mentioned before. The
small influence of the air-fuel ratio can be explained by different
flow losses in the venturi at different fuel flows.

Fig. 2 The influence of the air-fuel ratio l on bmep
Fig. 3 The influence of the air-fuel ratio l on the efficiency

Fig. 4 Efficiency versus bmep

Fig. 5 The volumetric efficiency as a function of the air-fuel ratio l
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As can be seen in Fig. 6, the optimum ignition advance (MBT
timing) decreases when hydrogen is added, because of the higher
flame speed of hydrogen (Yusuf et al., 1997; Milton and Keck,
1984; Karim, 1996). Similarly, as is known from the literature
(Heywood, 1988), leaner mixtures need more ignition advance
(slower combustion).

Emissions. The hydrocarbon (UHC) and the NOx emissions
as functions of the air excess factor are shown in Fig. 7 and Fig. 8.
Minimum hydrocarbon and maximum NOx emissions are found
for an air-fuel ratio of about 1.1. This result is in agreement with
the literature, and holds for any fuel (see for example Heywood
(1988) for gasoline and Bell and Gupta (1997) for hythane).

For leaner mixtures the combustion temperature is lower
because of the lower heat of combustion available in the mixture,
which reduces NOx, and for richer mixtures less oxygen is
available for the formation of NOx. Hydrocarbon emissions are at
minimum at an air-fuel ratio point slightly greater than stoichio-
metric (equivalence ratio point slightly less than stoichiometric)

point because it’s at this point that both adequate oxygen exists to
ensure complete oxidation and temperatures are high, hence pro-
moting complete combustion and good post combustion oxidation
of crevice gases that escape the main combustion event. For very
lean mixtures the flame may be unable to travel through the whole
combustion chamber and in some cases the spark may be unable to
ignite the mixture at all.

The Fig. 9 and Fig. 10 give the hydrocarbon and NOx emissions
as a function of bmep. They show that “at the same bmep”
hydrogen addition increases NOx and decreases unburned hydro-
carbons, irrespective of bmep level. This result seems to disagree
with results from the literature, which claim lower NOx emissions
when adding hydrogen. On inspection however, it becomes clear
they compare natural gas with hythane with the latter running
leaner (see for example Bell and Gupta (1997)), or with a reduced
spark advance (see for example Raman et al. (1994)). Both these
measures have the disadvantage of increasing unburned hydrocar-
bon emissions as well as decreasing efficiency. Also, the NOx

emissions can be reduced by retarding the spark from MBT for any
fuel and therefore also for pure natural gas.

For comparison purposes, measurements with pure hydrogen are
included in Fig. 8 and Fig. 10. Finally, Fig. 11 shows the NOx

versus efficiency, and Fig. 12 the NOx versus UHC, for the
different hythane mixtures. Figure 11 is a combination of the Fig.
2 and Fig. 8 and Fig. 12 is a combination of Fig. 7 and Fig. 8 or
of the Fig. 9 and Fig. 10. It is reminded that all runs are done for
3800 rpm, WOT and the ignition timing set at MBT. The Fig. 11
and Fig. 12 show the definite advantage in NOx for the same
efficiency by increasing the H2 content, with no HC penalty.

Hythane With 50, 67, 84 Volume Percent Hydrogen and
Pure Hydrogen. In a second set of tests a preliminary investi-
gation was made on the use of higher hydrogen fractions. Due to
time constraints (high hydrogen consumption) the ignition advance
was not optimized for each condition in this set of measurements,

Fig. 6 The optimum ignition advance as a function of the air-fuel ratio l

Fig. 7 The hydrocarbon emissions as a function of the air-fuel ratio l

Fig. 8 The NO x emission as a function of the air-fuel ratio l

Fig. 9 The hydrocarbon emissions versus bmep

Fig. 10 The NO x emission versus bmep

138 / Vol. 122, JANUARY 2000 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



but was kept constant at 20 deg before TDC, except for pure
hydrogen where the optimal spark advance was used (which varies
from 12 deg atl 5 1.5 to 22 deg atl 5 3.5).

For pure hydrogen, the engine could function reliably (without
backfire) forl $ 1.5. Hythane with less than 79 percent hydrogen
never causes backfire nor knock in this engine, whatever the
richness. During the measurements with 84 percent hydrogen
knock (without backfire) occurred forl 5 1.06. This suggests that
a hydrogen content of 80 percent or less guarantees safe operation
of the engine, whatever the air-fuel ratio.

In Fig. 13 the bmep achieved by pure hydrogen and hythane
with 50, 67, and 84 percent hydrogen is shown. Remarkably, all
hythane mixtures give a very comparable output forl between
1 and 1.3. This is in agreement with the results presented by
Raman et al. (1994), who compared pure natural gas with hythane
(30 percent hydrogen) and found the same bmep atl 5 1.3 and
only 2 percent bmep loss at stoichiometry with hythane. The
reason for this behavior is that increasing the hydrogen content

increases flame speed (increasing bmep) but decreases the volu-
metric energy content (forl , 1.43) (decreasing bmep). In thel
region considered both effects compensate each other largely. For
l . 1.43 the volumetric energy content as well as the flame speed
increase with higher hydrogen contents, which causes higher bmep
for those mixtures. At these air-fuel ratios the bmep drops signif-
icantly though.

For strongly lean mixtures pure hydrogen gives the highest
output, as it is the only fuel capable of fast combustion at these
conditions. For the high hydrogen content leaner mixtures are
possible as given in Fig. 13. The lean limit as such has not been the
goal of this study.

The Low Emission Potential of Hythane
Most if not all of the literature about the use of hythane concerns

the possibility to achieve extremely low emissions. We will now
investigate how this can be done.

Assuming that an ultra low emission vehicle (ULEV) with a fuel
consumption equivalent to 10 l gasoline per 100 km (fuel density
of 0.75 kg/l) during a test cycle has to be designed, the emissions
performance of the engine can be estimated. The following
analyses holds for any test cycle as the engine load is regulated
without a trottle but by the air-fuel ratio (no loss of control of the
air-fuel ratio during transient conditions). If we take the average
engine efficiency equal to 20 percent, the ULEV limits (1.7 g CO
per mile, 0.04 g NMOG per mile and 0.2 g NOx per mile) convert
to an average engine emission level of no more than 15 g CO per
kWh, 0.35 g NMOG per kWh and 1.75 g NOx per kWh. These
average engine emission levels are roughly calculated as follows:
10 l/100 km3 0.75 kg/l 3 0.20 (h e) 3 43.5 106 J/kg (Hu) z
(3600 103)21 kWh/J gives 0.181 kWh/km. For CO one finds 1.7
g/mile 3 1.609 mile/km/0.181 kWh/km> 15 g/kWh.

Looking at the emission graphs, it seems that the hydrocarbon
emissions are always too high. However, because the unburned
hydrocarbons (UHCs) originate mainly from the fuel and more
specifically from the natural gas fraction of the fuel, they are
mostly methane. Because the ULEV limits concern nonmethane
organic gases (NMOG; methane is not relevant with respect to the
formation of tropospheric ozone), this improves the chances to
comply with the limits. Unfortunately, the exhaust gas analysis
equipment available for the experiments described here, didn’t
allow the measurement of NMOG directly.

The CO emissions from the tested engine are very low, as is the
case for any gaseous fuel, and therefore it doesn’t cause major
problems when trying to comply with the limits.

As can be seen from Fig. 8, the NOx emissions are only low
enough for very lean hydrogen and lean hythane mixtures. In the
case of hythane, the higher the hydrogen fraction, the leaner the
engine has to run and the lower the achievable bmep. At these
conditions the engine produces a lot of UHC (see Fig. 7), which
makes it extremely unlikely that the NMOG limit can be attained

Fig. 11 The NO x emissions versus efficiency

Fig. 12 The NO x emissions versus hydrocarbon emissions

Fig. 13 The bmep for high hydrogen concentrations as a function of l

Journal of Engineering for Gas Turbines and Power JANUARY 2000, Vol. 122 / 139

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



without exhaust gas treatment. The use of pure hydrogen gives no
problem with NMOG, since only a negligible amount of UHC is
emitted (no hydrocarbons in the fuel).

For lean mixtures, it is however possible to reduce CO and UHC
(and therefore NMOG) emissions by using an oxidation catalyst. If
we take into account that the NMOG fraction is reduced more
strongly than the methane fraction, it is very probable that in this
way the NMOG limits can be fulfilled.

Therefore, the following strategy to run the engine can be
proposed.

● At low loads, pure hydrogen is used (l . 2), limiting NOx

and eliminating NMOG and CO emissions.
● At intermediate loads, hythane is used in such a way that

NOx remains low. The oxidation catalyst reduces CO and
NMOG emissions to acceptable levels.

● At full load (nearly) pure natural gas is used, providing high
maximum bmep.

Although this means high emissions at full load conditions, this
is not a major concern with respect to the legal limits since these
conditions don’t occur in the test cycles used to measure emis-
sions. Also, during everyday vehicle use the engine is mainly
operated at part load reducing the need to optimize emissions at
full load. If low emissions are to be reached at all operating
conditions, a three way catalyst may be used withl 5 1 operation
at high loads. This necessitates the use of a throttle to regulate
power in the high load region and is unpractical without a drive
by wire system. A less complicated solution would be to make
the high load region simply unavailable for the driver (not an
acceptable solution to the end user).

Such a system has the following advantages:

● High Efficiency.WOT is used at all but the lowest loads,
avoiding throttling losses. Figure 4 shows that near optimal
efficiency is reached. Spark advance is set at MBT.

● Low emissions.
● Low Knock Sensitivity.At high loads pure natural gas with a

high ON is used; at lower loads lean running avoids knock.
This opens the possibility for high compression ratios, which
increase efficiency.

● Backfire is Avoided.Since hydrogen is not used atl , 1.5,
backfire can be avoided without taking any special precau-
tions.

The disadvantages are as follows:

● Weight and Volume.Two fuels must be stored.
● Complexity and Cost.A mixing system is necessary to

control the hydrogen/natural gas ratio.

Conclusions
A fuel supply system was designed and implemented that pro-

vides the engine with a hydrogen/natural gas mixture in a variable

proportion. The composition of this mixture can be set indepen-
dently of engine operation. For future practical applications,
minimal modifications should allow this variable mixture compo-
sition with respect to engine load for maximum efficiency and
minimal pollution.

For hythane with low hydrogen content (up to 20 percent) a
limited improvement in emissions can be obtained. Because of the
conflicting requirements for low hydrocarbons and low NOx ex-
tremely low emissions are not possible without exhaust aftertreat-
ment: to reduce hydrocarbon emissionsl must be less than 1.3,
while for low NOx l must be at least 1.5.

For lower bmep, high efficiency can be achieved by increasing
the hydrogen content and thus avoiding throttling losses. At the
same time unburned hydrocarbon emissions are minimized, while
(for lean mixtures) NOx emissions stay limited. This means that for
optimal results the composition of the fuel should depend on load.
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Analysis of Combustion in
Diesel Engines Fueled by
Directly Injected Natural Gas
A single-cylinder two-stroke (DDC 1-71) diesel engine has been fueled with natural gas
directly injected at high pressure into the engine cylinder. Prior to injection of the natural
gas, a quantity of diesel fuel is injected into the cylinder (from the same injector) to
provide for gas ignition. Tests have been conducted at medium load and speed over a wide
range of injection timing, and with both conventional diesel and gas/diesel operation.
With natural gas fueling, significant reduction in nitrogen oxide emissions have been
measured without significant loss in efficiency, relative to conventional diesel operation.
Using measurements of cylinder pressure development, a new method of combustion
analysis has been used to estimate mass burning rate, burned gas temperature, and rate
of nitrogen oxide (NO) generation. The method uses a nonlinear regression technique to
determine the distribution with crank angle of the cylinder heat loss rate. The method
assumes that NO formation takes place within one turbulent mixing time following
combustion of each fuel-air increment. Comparison of measured and calculated NO
concentration in the exhaust over the whole range of injection timing shows that for both
conventional diesel and gas/diesel operation the effective turbulent mixing period is
equivalent to 4 degrees of crank angle at 1250 RPM. The results demonstrate that a mass
burned method can be used to infer cylinder temperature distributions and NO formation
rate as well as the progress of combustion.

Introduction
Natural gas as a fuel for diesel engines offers the advantage of

reduced emissions of nitrogen oxides, particulate matter, and car-
bon dioxide while retaining the high efficiency of the conventional
diesel engine. Direct injection of natural gas at high pressure (late
cycle injection) retains the characteristic features of diesel com-
bustion without the need for throttling or reduced compression
ratio. With high pressure direct injection the engine is not vulner-
able to knock since the fuel is not mixed with air during compres-
sion. Thus the engine can operate at high compression ratio with a
wide range of natural gas composition, e.g., with high propane
content.

A disadvantage of natural gas use in diesels is the high auto-
ignition temperature of the mostly methane mixtures. The auto-
ignition temperature of methane under diesel-like conditions has
been shown by Naber et al. (1994) to exceed 1200 K, much above
the maximum compression temperature in conventional diesel
engines. Thus, ignition assistance is needed and possible methods
include prior combustion of a pilot quantity of diesel fuel, glow
plugs (Fukuda et al., 1993; Aesoy and Valland, 1996) or other
possible methods such as spark discharge or plasma jet injection.

With pilot-ignited natural gas a quantity of diesel fuel is needed
at all loads to ignite the natural gas by direct contact with the
products of the diesel pilot combustion. The required proportion of
diesel pilot fuel to natural gas may vary from a few percent at high
load to a large fraction at low load. The natural gas and pilot liquid
enter the chamber through different nozzles, with the liquid injec-
tion being a few degrees in advance of the gaseous one. The
ignition delay with combined fueling is addressed in this paper by
examining in a single-cylinder two-stroke engine the result of
using natural gas together with a relatively large proportion of
diesel pilot liquid fuel at medium and light load where the com-

bustion pattern can be easily inferred from cylinder pressure and
other measurements.

A central purpose of this paper to demonstrate a new method of
determining burning rate and tracking NO formation in two-stroke
diesel engines. The method uses cylinder pressure and intake and
exhaust measurements to determine simultaneously, via a nonlin-
ear regression technique, the cylinder heat loss, and the mass
burning rate. With the assumption of locally stoichiometric com-
bustion the procedure determines the temperature development of
each increment of combustion product. The method includes a
model for NO formation which allows the kinetics of the extended
Zeldovich mechanism to operate during one turbulent mixing time
subsequent to combustion of each incremental quantity of fuel.
Experimental and analytical results are compared over a range of
injection timing and substantial differences are found between 100
percent diesel and gas/diesel operation.

The Experimental Program
The measurements were made on a single-cylinder Detroit Die-

sel (DDC) engine whose specifications are given in appendix A.
The engine has been instrumented to indicate mass flow rates of air
and fuel, airbox temperature and pressure, cylinder pressure, and
exhaust temperature as well as torque and speed. In addition NOx
measurements were made and recorded as NO equivalent.

For conventional diesel fueling, the commercially available
electronic DDC injector was used. For sequential injection of both
conventional diesel fuel and natural gas, the injector shown in Fig.
1 was used. It is a modified version of the electronically controlled
DDC injector. As shown, it is cam actuated to produce hydraulic
lifting pressure whose buildup is controlled by a solenoid-operated
valve on the liquid fuel return line. In the modified injector two
concentric needle valves are operated; the inner (liquid fuel) nee-
dle opens first, followed by the outer gas needle. The diesel pilot
quantity injected is limited by the stroke of the pilot plunger. The
delay in opening of the outer gas needle relative to the inner liquid
fuel needle is controlled by selection of needle closing springs.

Tables 1 and 2 show the range of test conditions for both diesel
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and diesel/gas fueling at 1250 rpm and 3 bar brake mean effective
pressure (bmep), which is about 60 percent of rated load for this
engine. The natural gas injection pressure was 140 bar. The com-
position of the natural gas was approximately the following per-
centages by volume: methane 95.5; ethane 3.0; propane 0.5; butane
plus heavier hydrocarbons 0.2; nitrogen 0.6; carbon dioxide 0.2. In
the column captions of Tables 1 and 2 boi signifies beginning of
injection, pw pulse width, Mair the air flow rate (including scav-
enged air), Mdsl the liquid fuel rate, Mgas the natural gas flow rate,
Tairbox the airbox temperature, Pairbox the air box pressure, and
Texh the exhaust temperature.

Cylinder pressure measurements were made with a PCB112A10
piezo-electric pressure transducer whose readings were adjusted in
two respects. To provide a static datum the dynamic indications
were uniformly shifted to agree with airbox pressure at inlet port
closure. This measure was found to be consistent with an apparent
average polytropic compression coefficient of 1.306 0.02 in each
case. To correct for crank angle phasing it was found necessary to
shift crank angle indications by21 degree to provide peak com-
pression pressure (in the absence of combustion) about one degree

before top dead center. Due possibly to thermal effect on the
pressure transducer during the expansion process the polytropic
indices for the last 20 degrees of expansion before exhaust valve
opening were as low as 1.30, i.e., considerably lower than the
average isentropic index for the interval in question. This effect
was corrected for by use, between maximum pressure and exhaust
valve opening, of the formula

P9 5 P@1 2 CÏ~u 2 umax!#.

HereP is the measured pressure,P9 is the corrected pressure,u
is crank angle, andumax is crank angle at the location of maximum
pressure. The constantC was determined in each case so that the
polytropic expansion index for the last 20 degrees of expansion
before exhaust valve opening was 1.35, somewhat above the
isentropic index for expansion and thus qualitatively consistent
with the effect of heat loss during expansion. The square root
dependence of the correction on crank angle difference corre-
sponds to the impulse of a thermal wave impinging on the trans-
ducer atumax.

The cylinder pressure measurements for the operating condi-
tions shown in Tables 1 and 2 are displayed in Fig. 2. The heating
values of the fuel were taken to be 43,500 kJ/kg for diesel fuel and
50,000 for natural gas. Each pressure curve represents the results
of averaging, over 20 consecutive cycles, the indicated pressures at
each crank angle. Figures 2(a) and 2(b) both show that highest
peak pressure corresponds to earliest beginning of injection. How-
ever, for the same injection angle (and the same load and speed in
all cases) pressure development with the gas/diesel fueling is
appreciably delayed relative to the conventional diesel case.

Thermodynamic Analysis
The method of analysis, which is described in detail by Hill and

Douville (1997), consists of the following elements.

(1) Determination of the Composition and Temperature of
the Cylinder Contents at Inlet Port Closure. This in turn
requires determination of the trapped air quantity and the compo-
sition and temperature of the residual gases, which are deduced
from overall stoichiometry and the exhaust gas temperature mea-
surement. The assumption is made that the only residual gas
constituents of importance for heat balance calculations are O2 ,
N2 , CO2 , and H2O.

The manufacturer has determined that the trapped air quantity
can be calculated from

Table 1 Conventional diesel fueling: 3 bar bmep and 1250 rpm

Table 2 Gas/diesel fueling: 3 bar bmep and 1250 rpm

Nomenc la tu re

bmep5 brake mean effective pressure
boi 5 beginning of injection

Mair 5 air flow rate (including scav-
enged air)

Mdsl 5 liquid fuel flow rate
Mgas5 natural gas flow rate

P 5 measured pressure

P9 5 corrected pressure
Pairbox5 air box pressure

pw 5 pulse width,
Q 5 instantaneous heat loss rate

(kW)
r 5 scavenge ratio

Tairbox 5 airbox temperature

Texh5 exhaust temperature
VD 5 piston displacement

rairbox 5 air density at airbox pressure and
temperature

u 5 crank angle
umax 5 crank angle at maximum cylinder

pressure

Fig. 1 Electronically controlled injector for natural gas and diesel pilot
fuel
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matrap5 mideal@0.9 2 ~1.0 2 0.34!r exp~21.11r !#

in which r is the scavenge ratiomair/mideal and

mideal 5 rairboxVD

in which rairbox is the air density at airbox pressure and temperature
andVD is the piston displacement volume.

(2) Determination of Cylinder Heat Loss and Bulk Gas
Temperature During the Compression Period. With the gas
composition known and constant during the compression process,
the cylinder conditions at the beginning of injection, as well as the
heat loss during compression are calculated from the measured
cylinder pressures, and known variations of isochoric specific
heats with temperature.

(3) Determination of Cylinder Heat Loss During the Com-
bustion Period. The distributions of heat loss rate which Dent
and Sulaimon (1977) have measured in diesel engine cylinders can
be used to show that heat loss intensity can be well represented by
skewed Gaussian curves such as are defined by

Q 5 Qo exp@2t 2/~1 1 C1t 1 C2t
2!#,

in which

t 5
u 2 C3

C4
,

andQ is the instantaneous heat loss rate (kW) andu is crank angle
after top dead center (atdc).

The four constantsC1 through C4 and the constantQo are

Fig. 2 Cylinder pressures: ( a) 100 percent diesel fueling; ( b) gas/diesel fueling
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determined by a nonlinear optimization procedure, which also
determines the crank angle at the end of the combustion period. At
the beginning of the injection period the form of the heat loss
function is constrained to be consistent with a zero value ofdX/du,
whereX is the mass burned fraction.

The objective function for the optimization process consists of
the weighted sum of the squares of (a) the difference between the
calculated mass-burned fraction at the end of combustion and the
one deduced from exhaust emission measurements, (b) the same
difference for halfway between the end of combustion and exhaust
valve opening, (c) the same mass-fraction difference for exhaust
valve opening, (d) the difference between the integrated heat loss
per cycle and the heat loss determined from an overall engine heat
balance, and (e) the difference between the heat loss rate at the
point at which the mass burned fraction was 0.975 and 15 per cent
of the value ofQo. It is typical that the heat loss from the cylinder

during exhaust and intake processes is very much smaller than the
heat loss during the combined compression and combustion pe-
riod.

Beginning with assumed values of the heat loss parameters to be
optimized, perhaps 50 iterations of the complete mass burned
calculation procedure may be required to satisfy the objective
function within what are believed to be the experimental uncer-
tainties. Subroutine AMOEBA by Press et al. (1986) is used for the
optimization process.

(4) Determination, During the Burning Period, of the Mass
of Fuel Burned During Each Crank Angle Increment and of
the Temperature of the Product Increment of Burned Gas.
These two quantities are determined by satisfying the conservation
of energy and mass while assuming locally stoichiometric com-
bustion and equilibrium gas composition for products other than

Fig. 3 Wall heat loss rate: ( a) 100 percent diesel fueling; ( b) gas/diesel fueling
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NO or NO2. (The concentration of NO is far from equilibrium in
the immediate post flame gas but is sufficiently small to have
negligible effect on the conservation equations.) The equilibrium
product compositions are obtained as functions of temperature and
pressure by interpolation of tables created by the STANJAN
program (due to Reynolds (1986)) for determining equilibrium
product composition.

(5) Determination of the Generation of NO in the Post-
Flame Combustion Gas Prior to Mixing. Subsequent to com-
bustion but within one turbulent mixing time (thought of asL/u9,
where L is the integral length scale andu9 the rms fluctuation
velocity), the temperature of each increment of combustion prod-
uct will change isentropically with pressure. During this period the
rate of generation of NO is calculated using the extended Zeldov-
ich mechanism (see Heywood (1988)). At the end of this period

Fig. 4 Total relative heat loss to the wall

Fig. 5 Mass burn rates: ( a) 100 percent diesel fueling; ( b) gas/diesel fueling
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sudden mixing is assumed with the resultant temperature so low
that no further NO is formed in the mixed increment. As will be
shown, comparison of the total average concentration of NO
produced in this way with the measured exhaust values shows that
there is a characteristic mixing period for this engine at this rpm of
about 4 degrees and that the NO concentration at the end of the
mixing period is far from equilibrium.

(6) Determination of the Properties of the Burned-and-
Mixed Gas Increments of Combustion Product. The mass
mixing ratio of unburned gas to product gas is taken to be the same
for all increments of combustion product and set so that all of the
combustion products and remaining unburned gas are fully mixed
at the end of combustion plus one mixing period. During the
combustion period the masses and energies of all increments of
burned gas and burned-and-mixed gas, as well as the remaining

Fig. 6 Ignition delay: ( a) 100 percent diesel fueling; ( b) gas/diesel fueling

Fig. 7 Rates of change of mass burn rates: ( a) 100 percent diesel fueling; ( b) gas/diesel fueling
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unburned and unmixed gas, must be recognized in satisfying the
conservation equations at the end of each crank angle increment.

The equations that express all of these requirements are given
explicitly in Hill and Douville (1997)

Results
Figure 3 shows the calculated heat loss rate distributions for

each of the injection timings for both diesel and gas/diesel oper-
ation. The magnitude of the heat loss rate decreases somewhat as
the piston approaches top dead center and the surface area of the
chamber decreases. This is followed however by a sharp increase
in heat loss during the combustion period. Toward the end of the
combustion period the apparent heat loss rate decreases to a small
value. In this part of the process the surfaces of the combustion
chamber are heated to quite high temperature while the bulk

temperature of the gaseous content of the cylinder is decreasing
due to expansion. The gradual shift with injection timing of the
heat loss distribution is qualitatively the same for the conventional
diesel case as for gas/diesel fueling. With the latter the peak heat
loss rates are lower, partly due to relative delay in peak burning
rate. The integrated total heat loss varies little with injection
timing, as shown in Figure 4; the integrated heat loss as a propor-
tion of the fuel heating value for each of the injection timings is
essentially the same for both fueling cases.

Associated with the heat loss distributions displayed in Fig. 3,
the calculated mass-burned fractions are shown in Fig. 5. A sys-
tematic variation of the distributions of mass-burned fraction is
seen for the conventional diesel case and also for the gas/diesel
case with generally more rapid rates of burning seen in the latter.
From these curves the ignition delays, here defined as the crank

Fig. 8 Maximum burned gas temperature: ( a) 100 percent diesel fueling; ( b) gas/diesel fueling
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angle differences between the electronically signalled beginning of
injection and 5 percent burned have been measured and are dis-
played in Fig. 6. Though it may appear that, for the same injection
timing the presence of the natural gas significantly delays the
ignition of the diesel fuel, it should be noted that two quite
different injectors were used with differing hydraulic responses.
Thus differences in hydraulic response as well as in liquid atom-
ization could account for most of the differences in ignition delay
shown in Fig. 6.

It is may be seen from Fig. 7 that peak rates of burning are much
the same for 100 percent diesel and gas/diesel fueling. However, in
the latter case the peak rates appear to be associated with the diesel
liquid portion of the fuel. When the diesel liquid combustion is
complete there appears to be a sudden drop in burning rate. Such
an effect will of course depend strongly on relative diesel liquid

and gas injection timing and on the relative proportions of these
two fuels.

Figure 8 indicates calculated peak temperatures associated with
the increments of burned products formed at each crank angle. The
peak temperatures are, as one would expect, highest for earliest
injection timing but the variation in peak temperature is not large.
It is notable, however, that for the case with highest peak temper-
ature there is considerably more rapid subsequent decline in tem-
perature than with other cases. For natural gas fueling the peak
temperatures are, for the given injection parameters, somewhat
delayed but much the same as with conventional diesel fueling.

Figure 9 shows the measurements of the concentrations of NO
and NO2 (taken as equivalent NO) in the exhaust. Here one sees a
strong decline in total integrated NO concentration which is larger
than one might expect from the peak temperature calculations.

Fig. 9 NOx formation: ( a) 100 percent diesel fueling; ( b) gas/diesel fueling
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Evidently peak temperature by itself is not a sufficient indicator of
the tendency toward NO production: NO is simultaneously being
generated in regions of burned products over which there can be at
any one time a wide distribution of temperature prior to mixing. It
appears necessary to take into account the distributions of temper-
ature and NO generation rate in the immediate post-flame gases.

Figure 9 shows quite close agreement over the range of injection
timings between measured NOx in the exhaust and the calculated
values based on the extended Zeldovich mechanism. For both
fueling conditions it has been assumed that one mixing time is
equivalent to 4 degrees crank angle. The decrease in NO produc-
tion (of the order of 100 ppm) due to the partial use of natural gas
is shown by comparison of Figs. 9(a) and 9(b).

Figure 10 shows the measured engine efficiency for both fueling
conditions; the calculated efficiency for the gas/diesel case does
not include the work of compression of the natural gas. Though the
gas injection pattern in this case has not been optimized and the
relative injection timing between liquid diesel fuel and natural gas
was arbitrarily chosen, there is little difference in efficiency. Other
measurements in our laboratory have shown that with natural gas
fueling over a range of loads, speeds and gas/diesel fueling ratios,
there need be no loss in efficiency with directly injected natural gas
relative to conventional diesel fueling. A notable feature evident
from Figs. 9 and 10 is that for this engine delayed injection can
greatly reduce NO production with little or no loss in efficiency.
For operation with small quantities of pilot liquid fuel, where
particulate formation should not be of great concern, natural gas
fueling should be able to take advantage of late injection timing as
an effective means of NOx reduction.

Conclusions

1 A new method of using cylinder pressure data and intake and
exhaust measurements has been used to determine ignition
delay, cylinder heat loss, and peak combustion temperatures in

a two-stroke diesel engine fueled with conventional diesel fuel
and also with a combination of diesel fuel and natural gas over
a range injection timings.

2 The observation of longer ignition delay with natural gas being
present in the latter part of the pilot injection period does not
necessarily indicate an inhibiting effect due to the presence of
the natural gas; it could be due to differences in hydraulic
response of the two injectors or in atomization. Further work is
needed on this question.

3 With conventional diesel fueling the calculated cylinder heat
loss rate distributions shift in a regular manner with injection
timing. At light load with gas/diesel fueling the heat loss rate
distribution shifts markedly with injection timing; however the
integrated total heat loss varies little with timing within a broad
range.

4 It is possible to track the formation of NO in the chamber using
calculated flame temperatures and the extended Zeldovich
post-flame within one turbulent mixing time after the incidence
of combustion. Over a range of injection timings and for both
fueling conditions the effective average mixing period in this
engine appears to correspond to 4 degrees of crank angle.
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A P P E N D I X A

DDC 1-71 Engine Specifications

Bore, mm 108
Stroke, mm 127
Conrod length, mm 254
Displacements, litres 1.162
Compression ratio 16:1
Rated power 11.2 kW @ 1200 rpm
Rated bmep 4.8 bar @ 1200 rpm
Rated torque 76 Nm @ 1200 rpm
Inlet port closure 60 deg abdc
Exhaust valve open 95 deg atdc

Fig. 10 Thermal efficiency: ( a) 100 percent diesel fueling; ( b) gas/diesel
fueling
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The IAPWS Industrial
Formulation 1997 for the
Thermodynamic Properties of
Water and Steam
In 1997, the International Association for the Properties of Water and Steam (IAPWS)
adopted a new formulation for the thermodynamic properties of water and steam for
industrial use. This new formulation, called IAPWS Industrial Formulation 1997 for the
Thermodynamic Properties of Water and Steam (IAPWS-IF97), replaces the previous
industrial formulation, IFC-67, that had formed the basis for power-plant calculations
and other applications in energy engineering since the late 1960’s. IAPWS-IF97 improves
significantly both the accuracy and the speed of the calculation of the thermodynamic
properties compared with IFC-67. The differences between IAPWS-IF97 and IFC-67 will
require many users, particularly boiler and turbine manufacturers, to modify design and
application codes. This paper summarizes the need and the requirements for such a new
industrial formulation and gives the entire numerical information about the individual
equations of IAPWS-IF97. Moreover, the scientific basis for the development of the
equations is summarized and the achieved quality of IAPWS-IF97 is presented regarding
the three criterions accuracy, consistency along region boundaries, and computation
speed. For comparison, corresponding results for the previous standard IFC-67 are also
presented.

1 Introduction

In the 1960s an industrial formulation for the thermodynamic
properties of water and steam was developed. This was called “The
1967 IFC Formulation for Industrial Use” (IFC-67) [1]. IFC-67
was formally recognized for the calculation of thermodynamic
properties of water and steam for official use such as performance
guarantee calculations of power cycles. In addition to this, IFC-67

was used for innumerable other industrial applications. However,
compared with today’s requirements IFC-67 contains a number of
weaknesses. Moreover, because of the progress that has been
achieved in mathematical methods to develop accurate equations
of state, a number of reasons warranted the development of a new
industrial formulation.

This newly developed formulation was adopted by the Interna-
tional Association for the Properties of Water and Steam (IAPWS)
at its meeting in Erlangen (Germany), September 1997, under the
name “IAPWS Industrial Formulation 1997 for the Thermody-
namic Properties of Water and Steam” abbreviated to “IAPWS
Industrial Formulation 1997” or even shorter IAPWS-IF97 [2].
Since this date IAPWS-IF97 has been officially valid. However,
due to the need to modify design and application codes, IAPWS
has recommended an introductory period, lasting until January 1,
1999, during which IAPWS-IF97 should not be used for contrac-
tual commitments.

This article contains details relevant to the development of
IAPWS-IF97, the full numerical information on the individual
equations needed for their use, details of their accuracy, consis-
tency along region boundaries, and results of computing-time
investigations in comparison with IFC-67.
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Those who are only interested in the numerical information
needed to use the equations of IAPWS-IF97 can find this infor-
mation in compact form in several steam tables, for example [3, 4,
4a], or in the release on IAPWS-IF97 [2].

2 Need for the Development of the New Industrial
Formulation IAPWS-IF97

In order to demonstrate the need for a new industrial formula-
tion, the characteristics of the industrial formulation IFC-67 are
considered. As shown in Fig. 1, the entire range of validity (0°C#
t # 8008C for p # 100 MPa) was divided into five regions with
separate equations. For each of the regions 1 (liquid) and 2 (vapor)
there was an equation of the specific Gibbs free energyg as
function of pressurep and temperatureT, namelyg( p, T). Each of
the regions 3 and 4 was covered by an equation of the specific
Helmholtz free energyf as function of specific volumev and
temperatureT, namelyf(v, T). The fifth region was the saturation
curve for which a saturation-pressure equationps(T) was given.

Based on the equations for the industrially most important
regions 1, 2, and 5, the following properties could be directly
calculated with IFC-67 as a function ofp andT: specific volume
v, specific enthalpyh, specific entropys and specific isobaric heat
capacitycp, and in addition the saturation pressureps as a function
of T. If other combinations of variables were of interest, for

example the combinationsv ( p, h), T( p, h), s( p, h), h( p, s),
T( p, s), andTs( p) for turbine-expansion calculations, these had to
be determined via corresponding iterations. Due to these iterations
in combination with a relatively complex structure of the equa-
tions, calculations for the complete power cycle with the whole set
of the IFC-67 equations required relatively long computing times.

Nowadays, with modern mathematical tools to establish effec-
tive structures of such property formulations [5], the long process-
calculation times with the IFC-67 equations became a real weak-
ness of this formulation. Besides this main disadvantage of IFC-67
there were several other deficiencies which are summarized as
follows:

1 For certain regions IFC-67 no longer met the present standard
of accuracy.

2 For some properties there were considerable inconsistencies at
region boundaries.

3 The technically important property speed of soundw was not
incorporated in the set of the IFC-67 equations.

4 IFC-67 was not based on the current temperature scale ITS-90
[6].

5 IFC-67 was based on earlier data and was therefore not con-
nected to the current scientific standard of IAPWS for the
thermodynamic properties of ordinary water substance, the
IAPWS-95 formulation [7, 8].

More details concerning the above mentioned items can be seen
in the figures of Section 5.5.

3 Administrative Measures of IAPWS for the Devel-
opment and Examination of IAPWS-IF97

Due to the weaknesses of the IFC-67 formulation listed in the
previous section, at the IAPWS meeting in Buenos Aires in 1990
it was decided that a set of new fast equations should be developed
for industrial calculations. This new industrial formulation, later
called IAPWS-IF97, should then replace the industrial formulation
IFC-67. In order to develop the entire equation package in an
international collaboration, the Task Group “New Industrial For-
mulation” was established. It consisted of the following 12 mem-
bers from seven countries: W. Wagner (Chairman, Germany), A.
Alexandrov (Russia), J. R. Cooper (United Kingdom), A. Ditt-
mann (Germany), J. Gallagher (USA), P. G. Hill (Canada), H.-J.

Nomenc la tu re

a, b, c 5 adjustable parameters
cp 5 specific isobaric heat capacity
cv 5 specific isochoric heat capacity
d 5 adjustable parameter
f 5 specific Helmholtz free energy,

f 5 u 2 Ts
g 5 specific Gibbs free energy,

g 5 h 2 Ts
h 5 specific enthalpy
I 5 exponent
i 5 serial number
J 5 exponent
j 5 serial number

M 5 molar mass
n 5 coefficient
p 5 pressure
R 5 specific gas constant

Rm 5 molar gas constant

s 5 specific entropy
T 5 thermodynamic temperature10

t 5 Celsius temperature,t 5 T 2
273.15 K

u 5 specific internal energy
v 5 specific volume
w 5 speed of sound
b 5 transformed pressure, Eqs. (27a) and

(55a)
g 5 dimensionless Gibbs free energy,

g 5 g/(RT)
D 5 difference in any quantity
d 5 reduced density,d 5 r/r*
h 5 reduced enthalpy,h 5 h/h*
u 5 reduced temperature,u 5 T/T*
q 5 transformed temperature, Eq. (27b)
p 5 reduced pressure,p 5 p/p*
r 5 mass density

s 5 reduced entropy,s 5 s/s*
t 5 inverse reduced temperature,t 5

T*/ T
f 5 dimensionless Helmholtz free en-

ergy, f 5 f/(RT)

Superscripts

o 5 ideal-gas part; ideal gas
r 5 residual part
* 5 reducing quantity
9 5 saturated liquid state
0 5 saturated vapor state

Subscripts

b 5 normal boiling point
c 5 critical point

max 5 maximum value
s 5 saturation state
t 5 triple point

tol 5 tolerated
10 All temperature values given in this article are temperatures according to the

International Temperature Scale of 1990 (ITS-90)

Fig. 1 Regions and equations of IFC-67. The boundary between regions
2 and 3 is described by the L-function
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Kretzschmar (Germany), R. Maresˇ (Czech Republic), K. Oguchi
(Japan), H. Sato (Japan), O. Sˇ ifner (Czech Republic), and J. T. R.
Watson (United Kingdom). This group was responsible for the
development of IAPWS-IF97 with respect to organizational ques-
tions of scientific nature (structure of the formulation, selection of
the individual equations, official report to IAPWS, etc.). The final
form of IAPWS-IF97 is based on contributions and equations by
the scientists who form the group of authors of this article.

The entire project was continuously supervised by the IAPWS
Working Group “Industrial Calculations” of which many members
are representatives of international companies involved in the
power industry. This working group, chaired by B. Rukes (Ger-
many), is the successor of the IAPWS “Subcommittee on Indus-
trial Calculations.” The progress of the development of IAPWS-
IF97 was continuously discussed in joint sessions of this group
with the IAPWS Working Group “Thermophysical Properties of
Water and Steam” which was chaired by J. R. Cooper (United
Kingdom).

Finally, at the IAPWS meeting in Paris in 1995 the Task Group
“New Industrial Formulation-Evaluation” was founded. This
group was responsible for the examination of IAPWS-IF97 and
consisted of the following members: K. Miyagawa, (Chairman,
previously Fuji Electric, Japan), H. W. Bradly (Bradly Associates,
United Kingdom), R. B. McClintock (previously General Electric,
USA), I. Kodl (Skoda, Czech Republic), W. T. Parry (General
Electric, USA), C. Perstrup (Elsam Project, Denmark), B. Rukes
(Siemens KWU, Germany), M. Scala (Ansaldo, Italy), P. F. Smith
(GEC Alstom Power Generation, United Kingdom), and R. C.
Spencer (previously General Electric, USA).

4 Requirements for IAPWS-IF97
The requirements for the industrial formulation IAPWS-IF97

are based on the proposal of the former “Subcommittee on Indus-
trial Calculations,” which was agreed with the Task Group “New
Industrial Formulation.” The main items are summarized in the
following sections.

4.1 Range of Validity. The entire set of equations of
IAPWS-IF97 should have the same range of validity as given for
IFC-67, which is defined by the following temperature and pres-
sure range:

08C # t # 8008C p # 100 MPa.

For high-temperature applications such as in gas turbines the
following extension of the range of validity was requested:

8008C # t # 20008C p # 10 MPa.

4.2 Accuracy. For the properties specific volumev, specific
enthalpyh, and saturation pressureps, IAPWS-IF97 should gen-
erally meet the corresponding values from the scientific standard,
the “IAPWS Formulation 1995 for the Thermodynamic Properties
of Ordinary Water Substance for General and Scientific Use” [7,
8], hereafter abbreviated to IAPWS-95, within the tolerances of the
International Skeleton Tables IST-85 in its version of 1994 [9].
Roughly summarizing, the relevant IST-85 tolerances are, depen-
dent on the state range, forv between60.01 percent and60.3
percent, forh between60.1 percent and60.3 percent, and for
ps 6 0.025 percent. Based on extremely accurate experimental
data, in the liquid region forp , 1 MPa the IST-85 tolerances [9]
for v and h and on the saturation curve fort , 1008C the
tolerances forps are extraordinarily small; here, the smallest
tolerances are60.001 percent inv, 60.03 percent inh, and
60.002 percent inps. However, in view of the technical demands
in this range, the permitted tolerances to the IAPWS-95 values
were increased to60.01 percent inv, to 60.1 percent inh, and to
60.025 percent inps. For the specific isobaric heat capacitycp and
the speed of soundw, IAPWS-IF97 should represent the values
from IAPWS-95 to within61 percent except for the range very

near the critical point where clearly larger deviations were al-
lowed. By taking as reference the IAPWS-95 formulation [7, 8] the
agreement between the industrial formulation and the scientific
formulation of IAPWS is ensured.

Besides the representation ofv, h, cp, and w for the (stable)
homogeneous regions including saturation, the specification in-
cluded the requirement that the equations should also yield rea-
sonable values for metastable states close to the stable regions.

4.3 Maximum Inconsistencies at Region Boundaries.
With regard to the continuity at the region boundaries (see Fig. 2),
reference is made to the so-called Prague values [10]. These
Prague values, established for IFC-67, give permissible differences
in the property values along the region boundaries when calculat-
ing these properties from all equations valid at the corresponding
boundary. The continuity requirements are as follows:

(a) Single Phase.

Specific volume: Dv 5 60.05 percent
Enthalpy: Dh 5 60.2 kJ kg21

Heat capacity: Dcp 5 61 percent
Entropy: Ds 5 60.2 J kg21 K21

Gibbs free energy: Dg 5 60.2 kJ kg21

Speed of sound: Dw 5 61 percent

(b) Saturation.

Saturation pressure: Dps 5 60.05 percent
Saturation temperature:DTs 5 60.02 percent
Gibbs free energy: Dg 5 60.2 kJ kg21

4.4 Increase of Computation Speed. This item was the
most important demand for IAPWS-IF97. The main requirement
regarding the computation speed was that the calculation of all
property functions listed in Table 1 for regions 1, 2, and 4 should
be altogether three times faster than with IFC-67; for the definition
of the individual regions of IAPWS-IF97 see Fig. 2. Table 1 is
based on a survey made by the “Subcommittee on Industrial
Calculations” among the international power-cycle companies and
related industries. In addition to the most important property
functions for these regions the table also gives the average fre-
quencies of use of the corresponding functions.

For regions 3 and 5 of IAPWS-IF97 the computation-speed
requirements only related to a few functions (see Table 18), where
these functions are not combined with frequency-of-use values.
For region 3, corresponding to regions 3 and 4 of IFC-67, it was
only necessary that IAPWS-IF97 was not slower than with IFC-67.
For region 5, the computing-time requirements related only to
1073.15 K, the maximum temperature for which IFC-67 was valid.
For this isotherm IAPWS-IF97 should be three times faster than
with IFC-67.

Fig. 2 Regions and equations of IAPWS-IF97. The boundary between
regions 2 and 3 is described by the B23-equation, see section 5.3
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In order to perform all these computing-time investigations,
special benchmark programs for a specified PC and compiler were
developed. These programs took into account the frequencies of
use (if any) of the corresponding property functions.

5 The IAPWS Industrial Formulation 1997
This section gives full information about the IAPWS Industrial

Formulation 1997 (IAPWS-IF97) covering all numerical details
needed for the use of the individual equations, statements on their
development and details concerning accuracy, consistency along
the region boundaries, and computation speed of IAPWS-IF97
compared with the previous industrial standard IFC-67.

5.1 Concept and Structure of IAPWS-IF97. The IAPWS
Industrial Formulation 1997 consists of a set of equations for
different regions which cover the following range of validity:

273.15 K# T # 1073.15 K p # 100 MPa

1073.15 K# T # 2273.15 K p # 10 MPa.

Figure 2 shows in which way the entire range of validity of
IAPWS-IF97 is covered by its equations. The division into indi-
vidual regions is very similar to IFC-67. One difference is that the
middle density range is covered by only one region, namely by
region 3. The other difference is that there is additionally a
high-temperature region, region 5. Region 4 corresponds to the
saturation curve. The boundaries of the regions can be directly
taken from Fig. 2 except for the boundary between regions 2 and
3; this boundary is defined by the so-called B23-equation given in
Section 5.3. Both regions 1 and 2 are individually covered by a
fundamental equation for the specific Gibbs free energyg( p, T),
region 3 by a fundamental equation for the specific Helmholtz free
energyf(r, T), and the saturation curve, corresponding to region
4, by a saturation-pressure equationps(T). The high-temperature
region 5 is also covered by ag( p, T) equation. These five
equations, shown in rectangular boxes in Fig. 2, form the so-called
basic equations.

In order to meet the main requirement of a short computing
time, the entire set of the IAPWS-IF97 equations was developed
based on the following two-step concept:

1 After finding convenient functional terms, the structure of the
four basic equations for the homogeneous regions was opti-
mized using the method by Setzmann and Wagner [5] in such
a way that the requirements regarding accuracy and consis-

tency along region boundaries were met with equation struc-
tures allowing short computing times. In this optimization
process, the equations were fitted to input values calculated
from the IAPWS-95 formulation [7, 8]. In this way IAPWS-
IF97 was coupled with the current scientific standard IAPWS-
95.

2 All those thermodynamic properties which are not direct func-
tions of the independent variables of the basic equations are not
found by iteration from the basic equations. Instead of this,
so-calledbackward equationswere developed, namely equa-
tionsT( p, h) andT( p, s) for regions 1 and 2 andTs( p) for the
saturation curve. With these backward equations, shown in Fig.
2 for the corresponding regions, all the functions shown in
rectangular boxes in Table 1 can be calculated without any
iteration. For example, ifh( p, s) is to be calculated in region
2, first the temperatureT is calculated from the backward
equationT( p, s) and thenh( p, T) can be directly obtained
from the corresponding basic equationg( p, T).

However, this entire concept required that the numerical con-
sistency between the backward and the basic equations was ex-
tremely good. Otherwise it would have caused numerical problems
when “jumping” back and forth between the basic and the back-
ward equations, for example, when calculating the turbine-
expansion line of a power-cycle process. Based on test calculations
with characteristic power cycles via iterations with IFC-67, the
following numerical consistency requirements were finally set up:

(a) The temperature determined from the backward equation
T( p, h) for given values ofp andh had to agree with the
temperature value calculated for the samep andh from the
corresponding basic equationg( p, T) within a tolerated
temperature differenceDTtol. This DTtol value amounts to
625 mK for the entire region 1 and for region 2 at entropy
values not greater than 5.85 kJ kg21 K21. For region 2 at
entropy values greater than 5.85 kJ kg21 K21, the permis-
sible DTtol value amounts to610 mK; the smallerDTtol

inconsistency value in this part of region 2 (turbine expan-
sion) is particularly important for the power industry.

(b) The temperature determined from the backward equation
T( p, s) for given values ofp ands had to agree with the
temperature calculated for the samep and s from the
corresponding basic equationg( p, T) within a tolerated
temperature differenceDTtol. For the toleratedDTtol incon-
sistency values with regard to theT( p, s) equation, the
same statement held as given for theT( p, h) equation
under item (a).

(c) The saturation pressure calculated from the saturation-
temperature equationTs( p) was not allowed to deviate by
more thanDps 5 60.003 percent from theps value
determined from the saturation-pressure equationps(T).

The permissible numerical inconsistencies between the basic
and backward equations, summarized under items (a) to (c), were
extremely small, namely about one tenth of the uncertainties of the
scientific standard IAPWS-95.

5.2 Reference Constants. This section summarizes all ref-
erence constants needed for evaluating the equations given in
Section 5.5.

The specific gas constant of ordinary water,

R 5 0.461 526 kJ kg21 K 21, (1)

results from the recommended values of the molar gas constant
[11],

Rm 5 8.314 51 J mol21 K 21, (2)

and from the molar mass of ordinary water,

M 5 18.015 257 g mol21. (3)

Table 1 Most important property functions and their frequency of use
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The value ofM results from the molar masses obtained from
isotopic molar masses in [12] and representative isotopic compo-
sitions given in [13].

The values of the critical parameters

Tc 5 647.096 K, (4)

pc 5 22.064MPa, (5)

rc 5 322 kg m23 (6)

are from the corresponding IAPWS release [14]. The triple-point
temperature is

Tt 5 273.16 K (7)

according to the International Temperature Scale of 1990 (ITS-90)
[6] and the triple-point pressure

pt 5 611.657 Pa (8)

was determined by Guildner et al. [15]. According to the scientific
standard of the thermodynamic properties of ordinary water, the
IAPWS-95 formulation [7, 8], the temperature of the normal
boiling point (at a pressure of 0.101 325 MPa (1 atm)) amounts to

Tb 5 373.124 3 K. (9)

5.3 Auxiliary Equation for the Boundary between Regions
2 and 3. The boundary between regions 2 and 3 (see Fig. 2) is
defined by the following simple quadratic pressure-temperature
relation, the B23-equation

p 5 n1 1 n2u 1 n3u
2, (10)

wherep 5 p/p* and u 5 T/T* with p* 5 1 MPa andT* 5 1
K. The coefficientsn1 to n3 of Eq. (10) are listed in Table A1 of
the appendix. Equation (10) describes roughly an isentropic line;
the entropy values along this boundary line are betweens 5 5.047
kJ kg21 K21 ands 5 5.261 kJ kg21 K21.

Alternatively Eq. (10) can be expressed explicitly in temperature
as

u 5 n4 1 @~p 2 n5!/n3# 0.5 (11)

with u andp as defined for Eq. (10) and the coefficientsn3 to n5

listed in Table A1. Equations (10) and (11) cover the range from
623.15 K at 16.5292 MPa up to 863.15 K at 100 MPa.

5.4 Functional Forms Adopted for Short Computing
Times. Wide-range equations of state in reference quality are
nowadays explicit in the Helmholtz free energy as function of
density and temperature [7, 8, 16, 17]. As functional forms for
such equations pure polynomials in density and temperature and
particularly such polynomials combined with exponential func-
tions in density have proved very successful.

Since, however, for IAPWS-IF97 a short computing time was
one of the most important criterions, the computing times of
selected arithmetic operations were investigated [18]. Compared
with the two most important basic operations addition and multi-
plication, all the other operations are slower by a factor of ten or
more. After these tests it was clear that it was only possible to use
polynomials in the form of series of additions and multiplications
as basic functional forms for the new equations. Based on many
tests for the general functional dependency

z 5 z~x, y!, (12)

where, for example,z 5 f, x 5 r, and y 5 T, the following
general functional expression has proved most effective [18]:

z~x, y! 5 O
i

niS x

a
1 bD I iS y

c
1 dD Ji

. (13)

This general expression forms the basis for the majority of the
equations of IAPWS-IF97.

The final form of all equations (except for the saturation curve,
region 4) of IAPWS-IF97 was found by using the structure-
optimization method of Setzmann and Wagner [5] or a modified
version of Wagner’s method [19]. These procedures require a
so-called bank of terms from which the best combination of an
optimum number of terms is determined. For the development of
the backward equations, these procedures were combined with
further optimization tools, see later.

5.5 The Basic Equations for Regions 1 to 5. For those
homogeneous regions of IAPWS-IF97 for which it is thermody-
namically reasonable the corresponding equations of state were
established as function of the “technical” variables pressurep and
temperatureT; this is the case for regions 1, 2, and 5. For these
regions, the equations are formulated explicit in the specific Gibbs
free energyg which is, as a function ofp andT, a fundamental
equation. Since region 3 contains the critical point, this region
cannot be reasonably covered by an equation withp and T as
independent variables. However, it can be represented by an equa-
tion as a function of densityr and temperatureT. Thus, for region
3 an equation explicit in the specific Helmholtz free energy as a
function ofr andT is used which is a fundamental equation, also.
One advantage of using fundamental equations (instead of equa-
tions of state in form ofp(v, T) andv( p, T), respectively) is that
all thermodynamic properties can be calculated from derivatives of
the equations, no integrations with further information are needed.
If the first and second derivatives ofg with respect top andT and
of f with respect tor andT, respectively, are correctly represented,
then any thermodynamic property, based on these derivatives
(which is the case for the vast majority of properties), can be
correctly calculated from such fundamental equations.

Proceeding from Eq. (13) withz 5 g/(RT), x 5 p, a 5 p*,
y 5 T21, andc 5 (T*) 21 one obtains the following general form
of a so-called combined polynomial for theg( p, T) equations:

g

RT
5 O

i

niS p

p*
1 bD I iST*

T
1 dD Ji

, (14)

wherep* and T* are reducing parameters.
In the following sections first the final form of the corresponding

basic equation is given including all numerical information for its
use, then details of its development are summarized and finally its
accuracy is discussed; all table numbers starting with an “A” are
listed in the appendix.

5.5.1 The Gibbs Free Energy Equation for Region 1.The
basic equation for this region is a fundamental equation for the
specific Gibbs free energyg. This equation is expressed in dimen-
sionless form,g 5 g/(RT), and reads

g~ p, T!

RT
5 g~p, t! 5 O

i51

34

ni ~7.1 2 p! I i~t 2 1.222! Ji, (15)

wherep 5 p/p* and t 5 T*/ T with p* 5 16.53 MPa andT* 5
1386 K;R is given by Eq. (1). The coefficientsni and exponents
I i andJi of Eq. (15) are listed in Table A2.

All thermodynamic properties can be derived from Eq. (15) by
using the appropriate combinations of the dimensionless Gibbs
free energyg and its derivatives. The relations of the relevant
thermodynamic properties tog and its derivatives are summarized
in Table 2. All required derivatives of the dimensionless Gibbs free
energyg, Eq. (15), are explicitly given in Table 3.

Since the 5th International Conference on the Properties of
Steam in London in 1956, the specific internal energy and the
specific entropy of the saturated liquid at the triple point have been
set equal to zero, as follows:

u9t 5 0; s9t 5 0. (16)
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In order to meet this condition at the temperature and pressure
of the triple point, see Eqs. (7) and (8), the coefficientsn3 andn4

in Eq. (15) have been adjusted accordingly. As a consequence, Eq.
(15) yields for the specific enthalpy of the saturated liquid at the
triple point

h9t 5 0.611 783 J kg21. (17)

Equation (15) covers region 1 of IAPWS-IF97 defined by the
following range of temperature and pressure (see Fig. 2):

273.15 K# T # 623.15 K ps~T! # p # 100 MPa.

In addition to the properties in the stable single-phase liquid
region, Eq. (15) also yields reasonable values in the metastable
superheated-liquid region close to the saturated liquid line. For
temperatures between 273.15 K and 273.16 K at pressures below
the melting pressure [20] (metastable subcooled liquid) all values
are calculated by extrapolation from Eqs. (15) and (28).

To assist the user in computer-program verification of Eq. (15),
Table A3 contains test values of the most relevant properties.

5.5.1.1 Development of Eq. (15).Based on test calculations
with Eq. (14) regarding the maximum ranges of the exponentsI i

andJi , the values for the reducing parametersp* and T* and the
shifting parametersb and d, the following general functional
expression of 911 terms (bank of terms) was used as a starting
point for the development of the equation for the dimensionless
Gibbs free energy for region 1 [18]:

g 5 O
i50

8 O
j5218

18

nij ~7.1 2 p! i~t 2 1.222! j

1 O
i516

32 O
j5243

210

nij ~7.1 2 p! i~t 2 1.222! j, (18)

wherep 5 p/p* and t 5 T*/ T with p* 5 16.53 MPa andT* 5
1386 K.Equation (15), obtained from Eq. (18) by the method of
Setzmann and Wagner [5] for optimizing the functional structure
of the finalg equation, was fitted to values of the propertiesv, h,
cp, s, and the two partial derivatives (v/p)T and (v/T) p. All
these values were calculated from IAPWS-95 [7, 8] for given
values ofp andT distributed as selected grid points over region 1.
Details of this fitting process (formulation of the sums of squares
based on the relations given in Table 2, weighting factors, etc.) are
given by Kruse and Wagner [18]. The inclusion of the partial

Fig. 3(a) Percentage deviations of the specific volumes v calculated
from Eq. (15) and IFC-67, respectively, from values v IAPWS-95 calculated
from IAPWS-95 [7, 8]

Fig. 3(b) Relative deviations in ppm of the specific volumes v calculated
from Eq. (15) and IFC-67, respectively, from values v IAPWS-95 calculated
from IAPWS-95 [7, 8]; Dv 5 (v 2 v IAPWS-95)/v.

Table 2 Relations of thermodynamic properties to the dimensionless
Gibbs free energy g and its derivatives when using Eq. (15) a

Table 3 The dimensionless Gibbs free energy g, Eq. (15), and its deriv-
atives
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derivatives ofv with respect top andT made it unnecessary to fit
the equations to the corresponding values ofcv andw which would
have led to a nonlinear system of normal equations when mini-
mizing the sum of squares. Such a nonlinear fitting process could
not have been combined with the procedure of optimizing the
structure of the equations because this procedure can only cope
with sums of squares which are linear in the coefficientsnij .
Moreover, fitting Eq. (15) to the properties mentioned above
ensures that Eq. (15) yields reasonable values for any property
based on the first and second derivatives ofg, see also the general
statement at the beginning of Section 5.5.

5.5.1.2 Accuracy of Eq. (15).Equation (15) clearly meets the
accuracy requirements listed in Section 4.2. However, this state-
ment on the formal fulfillment of the requirements gives an insuf-
ficient impression of the accuracy of Eq. (15). Therefore, the
quality of representing the IAPWS-95 values [7, 8] by Eq. (15) is
illustrated by Figs. 3(a) to 6 for the relevant propertiesv, h, cp,
andw along four isotherms considered to be characteristic for the
entire region 1. All the diagrams show the deviations of the values
calculated from Eq. (15) from the corresponding IAPWS-95 val-
ues. In the deviation diagrams forv and h, Figs. 3(a) to 4, the
IST-85 tolerances [9] are plotted related to the IAPWS-95 values
at thep-T values of the Skeleton Tables IST-85 [9]. For compar-
ison, the figures also contain the corresponding lines generated
from IFC-67. Figure 3(a) shows that Eq. (15) represents the
values of the specific volume from IAPWS-95 so well that thev
line from Eq. (15) is nearly identical with the zero line. Even for
T # 398.15 K andp # 0.5 MPa, where the IST-85 tolerances are
clearly smaller than the requirements (see Section 4.2), the
IAPWS-95 values are represented to within the original tolerances;
the only exception is thev value at 323.15 K and 0.1 MPa where
the deviation is just outside the IST-85 tolerance. For the greatest
part of region 1 the deviations are less than 10 ppm and the
maximum deviation amounts to 44 ppm at about 16 MPa and 621
K. In larger ranges of region 1 IFC-67 does not meet the present

requirements. Figure 3(b) illustrates the accuracy of Eq. (15) along
the 0.1 MPa isobar which might be of interest for calibration
purposes. The maximum deviation from the IAPWS-95 values, of
which the uncertainty inv for this isobar is61 ppm [7, 8], is less
than 15 ppm and forT # 300 K even less than 2 ppm.

Figure 4 gives an impression of how Eq. (15) represents the
specific enthalpy values from IAPWS-95 [7, 8]. It can be seen that
Eq. (15) meets all enthalpy values from IAPWS-95 within the
original IST-85 tolerances. This is also the case for pressures
below 1 MPa where two to three times larger enthalpy deviations
would have been allowed (see Section 4.2). For temperatures up to
423.15 K the absolute deviations from the IAPWS-95 values
remain within60.1 kJ kg21 and for higher temperatures they are
in most cases less than60.2 kJ kg21 which is 10 to 20 times
smaller than the IST-85 tolerances; considering the entire region 1,
the maximum deviation occurs at 569 K very close to the phase
boundary and amounts to 0.24 kJ kg21. The enthalpy is the only
property for which the IFC-67 values remain everywhere in this
region within the tolerances. However, it should be pointed out
that a good representation of the absolute enthalpy values is not the
decisive criterion for practical applications, whereas a reasonable
representation of enthalpy differences is the most important point.
If one is interested in estimating the maximum uncertainties in
isobaric enthalpy differences, one has to look at the uncertainties
in the isobaric heat capacity.

Figure 5 illustrates the representation of the isobaric heat capacity
by Eq. (15). In the entire region 1, the deviations fromcp values from
IAPWS-95 are clearly smaller than the permitted tolerances of61
percent, in most cases they are even smaller than60.1 percent; the
maximum deviation amounts to 0.15 percent at about 15 MPa and 618
K. A very high accuracy along the 623.15 K isotherm, the boundary
to region 3, was the decisive precondition for meeting the consistency
requirement along this region boundary.

Figure 6 gives an impression of the behavior of Eq. (15) regard-
ing the speed of sound. This property was the most difficult one to

Fig. 4 Absolute deviations of the specific enthalpies h calculated from Eq. (15) and IFC-67, respectively, from values hIAPWS-95

calculated from IAPWS-95 [7, 8]; see the spread pressure scale up to p 5 10 MPa in the first deviation diagram for 273.15 K.

156 / Vol. 122, JANUARY 2000 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



be represented in this region. Nevertheless, in most cases the
deviations are less than60.1 percent. The maximum deviation
from the IAPWS-95 values occurs at 619 K near the phase bound-
ary and amounts to20.5 percent. Based on the wish to keep the
deviations regarding the speed of sound everywhere below60.5
percent and to keep the maximum inconsistency with respect to
this property at the region boundaries definitely below60.5 per-
cent, it was not possible to have less than 34 terms for Eq. (15).

Metastable states. In addition to the properties in the stable
single-phase liquid region, Eq. (15) also yields reasonable values
in the metastable superheated-liquid region close to the saturated
liquid line. Investigations yielded that for temperatures up to
573.15 K and pressures down to zero the deviations from the
IAPWS-95 values remain practically the same as they are at the
saturation curve (region 4). For 623.15 K, Eq. (15) can be extrap-
olated into the superheated-liquid region for pressuresup 2 psu #
1.5 MPa without showing deviations from IAPWS-95 greater than
0.1 percent inv.

5.5.2 The Gibbs Free Energy Equation for Region 2.The
basic equation for this region is probably the most important
equation of the entire package of IAPWS-IF97 because in actual
plant the important processes, e.g., the expansions in steam tur-
bines, occur in this region.

The auxiliary equation for defining the boundary between re-
gions 2 and 3 is given as Eqs. (10) and (11) in Section 5.3.

The basic equation for this region is a fundamental equation for

the specific Gibbs free energyg. This equation is expressed in
dimensionless form,g 5 g/(RT), and is separated into two parts,
an ideal-gas partg o and a residual partg r , so that

g~ p, T!

RT
5 g~p, t! 5 g o~p, t! 1 g r~p, t!, (19)

wherep 5 p/p* and t 5 T*/ T with R given by Eq. (1).
The equation for the ideal-gas partg o of the dimensionless

Gibbs free energy reads

g o 5 ln p 1 O
i51

9

ni
ot J i

o

, (20)

wherep 5 p/p* and t 5 T*/ T with p* 5 1 MPa andT* 5 540
K. The coefficientsn1

o andn2
o were adjusted in such a way that the

values for the specific internal energy and specific entropy, calcu-
lated from Eq. (19), relate to Eq. (16). Table A4 contains the
coefficientsni

o and exponentsJi
o of Eq. (20).

The form of the residual partg r of the dimensionless Gibbs free
energy is as follows:

g r 5 O
i51

43

nip
I i~t 2 0.5! Ji, (21)

Fig. 5 Percentage deviations of the specific isobaric heat capacities cp

calculated from Eq. (15) and IFC-67, respectively, from values cp,IAPWS-95

calculated from IAPWS-95 [7, 8]

Fig. 6 Percentage deviations of the speeds of sound w calculated from
Eq. (15) and IFC-67, respectively, from values wIAPWS-95 calculated from
IAPWS-95 [7, 8]
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wherep 5 p/p* and t 5 T*/ T with p* 5 1 MPa andT* 5 540
K. The coefficientsni and exponentsI i andJi of Eq. (21) are listed
in Table A5.

All thermodynamic properties can be derived from Eq. (19) by
using the appropriate combinations of the ideal-gas partg o, Eq.
(20), and the residual partg r , Eq. (21), of the dimensionless Gibbs
free energy and their derivatives. The relations of the relevant
thermodynamic properties tog o and g r and their derivatives are
summarized in Table 4. All required derivatives of the ideal-gas
part and of the residual part of the dimensionless Gibbs free energy
are explicitly given in Table 5 and Table 6, respectively.

Equation (19) covers region 2 of IAPWS-IF97 defined by the
following range of temperature and pressure, see Fig. 2:

273.15 K# T # 623.15 K 0, p # ps~T!Eq.~28!

623.15 K, T # 863.15 K 0, p # p~T!Eq.~10!

863.15 K, T # 1073.15 K 0, p # 100 MPa

In addition to the properties in the stable single-phase vapor
region, Eq. (19) also yields reasonable values in the metastable-
vapor region for pressures above 10 MPa. Equation (19) is not
valid in the metastable-vapor region at pressuresp # 10 MPa; for
this part of the metastable-vapor region see Section 5.5.2.3. For
temperatures between 273.15 K and 273.16 K at pressures above
the sublimation pressure [20] (metastable subcooled vapor) all
values are calculated by extrapolation from Eqs. (19) and (28).

To assist the user in computer-program verification of Eq. (19),
Table A6 contains test values of the most relevant properties.

5.5.2.1 Development of Eqs. (20) and (21).When develop-
ing an equation of state which should cover the typical gas-phase
region starting from zero pressure, it is necessary to separate the
part responsible for the behavior of the ideal gas from the rest of
the equation. Thus, for region 2 the fundamental equation for the
specific Gibbs free energyg in its dimensionless form,g 5
g/(RT), is separated into an ideal-gas partg o and a residual partg r

according to Eq. (19). The relation for the ideal-gas partg o(p,
t), Eq. (20), consists of the pure pressure-dependent partg o(p) 5
ln p and of a pure temperature dependent partg o(t). Keeping in
mind a short computing time and the limited range of validity of
Eq. (19), namely from 273.15 K to 1073.15 K,g o(t) is expressed
by a simple polynomial so that the entire equation for the ideal-gas
partg o of the dimensionless Gibbs free energy has the form of Eq.
(20). Its coefficientsn3 to n9 were determined by fitting Eq. (20)
to (cp

o/R) values from IAPWS-95 [7, 8]; details of this fitting
process, which was also combined with optimizing the structure of
Eq. (20), can be found in reference [18]. The coefficientsn1

o andn2
o

were determined as described for Eq. (20).
Again, the development of the residual partg r of the dimen-

sionless Gibbs free energy, Eq. (21), started with the formulation
of the general functional expression based on the general form of
the combined polynomial according to Eq. (14) and on similar
considerations and test calculations as carried out for Eq. (18).
Here, the shifting parameterb in Eq. (14) was set to zero to ensure
a reasonable transition to the ideal gas. Thus, the final bank of
terms consisted of 955 terms and had the following form [18]:

g r 5 O
i51

10 O
j50

33

nijp
i~t 2 0.5! j 1 O

i511

25 O
j520

60

nijp
i~t 2 0.5! j, (22)

wherep 5 p/p* and t 5 T*/T with p* 5 1 MPa andT* 5 540 K.
Equation (21), obtained from Eq. (22) by the procedure of Setzmann
and Wagner [5] for optimizing the functional structure of the finalgr

equation, was fitted as a part of Eq. (19) (i.e., in combination with Eq.
(20)) to values of the propertiesv, h, cp, s, (v/p)T, and (v/T)p. All
these values were calculated from IAPWS-95 [7, 8] for given values
of p and T distributed as selected grid points over region 2. The
reasoning for including the partial derivatives ofv in these properties
is given for Eq. (18). Further details of the fitting process are given by
Kruse and Wagner [18].

5.5.2.2 Accuracy of Eq. (19).Figure 7 shows that theg o

equation, Eq. (20), represents the (cp
o/R) values from IAPWS-95

[7, 8] with maximum deviations of60.0081 percent. In order to

Fig. 7 Percentage deviations of the specific isobaric heat capacities in
the ideal-gas state cp

o calculated from Eq. (20) from values cp,IAPWS-95
o

calculated from IAPWS-95 [7, 8]; Dcp
o 5 ((cp

o/R) 2 (cp
o/R)IAPWS-95)/(cp

o/R).

Table 4 Relations of thermodynamic properties to the ideal-gas part go

and the residual part gr of the dimensionless Gibbs free energy and their
derivatives when using Eqs. (19), (23), and (29) a

Table 5 The ideal-gas part go of the dimensionless Gibbs free energy,
Eq. (20), and its derivatives

Table 6 The residual part gr of the dimensionless Gibbs free energy, Eq.
(21), and its derivatives
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obtain the difference incp
o itself between IAPWS-IF97 and

IAPWS-95 a constant amount of10.0017 percent has to be added
to the deviations plotted in Fig. 7. This constant offset is caused by
the older value of the gas constant used for IAPWS-95.

Equation (19) clearly meets the accuracy requirements listed
in Section 4.2. The quality of representing the IAPWS-95
values [7, 8] by Eq. (19) is illustrated in Figs. 8 to 12 for the
relevant propertiesv, h, cp, and w. The figures show the
deviations of the values calculated from Eq. (19) from the
corresponding IAPWS-95 values along six isotherms and along
the boundary between regions 2 and 3 described by the B23-
equation corresponding to Eq. (10). These seven lines are
considered to be characteristic examples for the behavior of Eq.
(19) in the entire region 2. The corresponding values from
IFC-67 are plotted for comparison.

Figure 8 provides information on the representation of the
specific volumes by Eq. (19) which is better than the requirements
by far; considering the entire region 2, the maximum deviation
from the IAPWS-95 values amounts to 0.038 percent which occurs
near 39 MPa and 750 K. In contrast to this, at higher temperatures
IFC-67 makes full use of the tolerances reaching up to60.3
percent.

Figure 9 shows that the behavior of Eq. (19) regarding the
representation of the specific enthalpies is very similar to that of
the specific volumes. When considering the entire region, forT #
750 K the deviations from the IAPWS-95 values are less than
60.2 kJ kg21, whereas forT . 750 K andp . 10 MPa the
deviations increase up to about 0.4 kJ kg21; the maximum devia-
tion occurs at 100 MPa near 900 K and amounts to 0.41 kJ kg21.
Thus, for the largest part of region 2 the deviations are 20 to 40
times less than the IST-85 tolerances [9]. In contrast to this, the
IFC-67 values show more systematic deviations from the values of
IAPWS-95 which increase up to the IST-85 tolerances at the
highest pressures of the corresponding isotherm.

Figure 10 illustrates the percentage difference between the iso-

baric heat capacities from IAPWS-95 and Eq. (19). In this region
cp was the property which gave the most problems. The most
difficult problem was to keep the deviations along the boundary to
region 3 within60.5 percent (see Fig. 12). This was the decisive
precondition for meeting the consistency requirement along this
region boundary. Nevertheless, apart from the boundaries to re-
gions 3 and 4 the deviations are less than60.1 percent. However,
when approaching the boundary to region 3 at higher temperatures,
the deviations incp increase up to60.5 percent in a few cases; the
maximum deviation amounts to 0.59 percent at about 56 MPa and
780 K. It can be seen that IFC-67, even for moderate pressures,
does not meet the requirements set for IAPWS-IF97, although its
enthalpy representation in this range does not seem to be too bad
(see, however, the statement on this matter given in context with
Fig. 4 in Section 5.5.1.2).

From Fig. 11 it can be seen that Eq. (19) does not have any
difficulty in representing the speeds of sound. Along the entire
boundary to region 4 (saturation curve) the deviations from the
IAPWS-95 values remain within60.1 percent. When approaching
the boundary to region 3, it is only at higher temperatures that the
deviations increase to60.25 percent. Considering the entire region
2, the maximum deviation from the IAPWS-95 values amounts to
0.33 percent at 100 MPa near 900 K.

Figure 12 shows the deviations of the propertiesv, h, cp, andw
from the corresponding IAPWS-95 values along the boundary to
region 3. It can be seen that Eq. (19) does not have any problems
along this “difficult” boundary, neither forcp nor forw. In contrast
to this, thecp values from IFC-67 deviate from IAPWS-95 by up
to about 6 percent.

After looking at all these deviation diagrams and realizing that
the accuracy requirements are clearly exceeded, it should be em-
phasized that the quality of Eq. (19) is absolutely necessary in
order to meet for certain the requirements regarding the consis-
tency along the boundary between region 2 and regions 3 and 4,
respectively. The large differences incp at the equivalent bound-
aries were one of the greatest weaknesses of IFC-67.

Fig. 8 Percentage deviations of the specific volumes v calculated from Eq. (19) and IFC-67, respectively, from values v IAPWS-95

calculated from IAPWS-95 [7, 8]
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5.5.2.3 Supplementary Equation for the Metastable-Vapor Re-
gion. As for the basic equation, Eq. (19), the supplementary
equation for a part of the metastable-vapor region is given in the
dimensionless form of the specific Gibbs free energy,g 5 g/(RT),
consisting of an ideal-gas partg o and a residual partg r , so that

g~ p, T!

RT
5 g~p, t! 5 g o~p, t! 1 g r~p, t!, (23)

wherep 5 p/p* and t 5 T*/ T with R given by Eq. (1).

Fig. 9 Absolute deviations of the specific enthalpies h calculated from Eq. (19) and IFC-67, respectively, from values hIAPWS-95

calculated from IAPWS-95 [7, 8]

Fig. 10 Percentage deviations of the specific isobaric heat capacities cp calculated from Eq. (19) and IFC-67, respectively, from
values cp,IAPWS-95 calculated from IAPWS-95 [7, 8]
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The equation for the ideal-gas partg o is identical with Eq. (20)
except for the values of the two coefficientsn1

o andn2
o, see Table

A4. For the use of Eq. (20) as part of Eq. (23) the coefficientsn1
o

andn2
o were readjusted to meet the high consistency requirement

between Eqs. (23) and (19) regarding the propertiesh ands along
the saturated vapor line, see below.

The equation for the residual partg r reads

g r 5 O
i51

13

nip
I i~t 2 0.5! Ji, (24)

wherep 5 p/p* and t 5 T*/ T with p* 5 1 MPa andT* 5 540
K. The coefficientsni and exponentsI i andJi of Eq. (24) are listed
in Table A7.

All thermodynamic properties can be derived from Eq. (23) by
using the appropriate combinations of the ideal-gas partg o, Eq.
(20), and the residual partg r , Eq. (24), of the dimensionless Gibbs
free energy and their derivatives. The relations of the relevant
thermodynamic properties tog o and g r and their derivatives are
summarized in Table 4. All the required derivatives of the ideal-
gas part and of the residual part of the dimensionless Gibbs free
energy are explicitly given in Table 5 and Table 7, respectively.

Equation (23) is valid in the metastable-vapor region from the
saturated vapor line to the 5 percent equilibrium moisture line at
pressures from the triple-point pressure, see Eq. (8), up to 10 MPa.
The 5 percent moisture line is determined from the equilibriumh9 and
h0 values where these enthalpy values at saturation belong to the
pressure (not to the temperature) after the corresponding expansion.

To assist the user in computer-program verification of Eq. (23),
Table A8 contains test values of the most relevant properties.

Reasons for Eq. (23). Initially the thermodynamic properties
in the metastable-vapor region between the saturated vapor line
and the 5 percent equilibrium moisture line were calculated from
Eq. (19). Therefore, Eq. (19) was not only fitted to the properties
of the stable part of region 2 calculated from IAPWS-95 [7, 8] but

also to the corresponding properties in the metastable part adjacent
to region 2. However, after the development of Eq. (19) it became
clear that in the metastable region for pressures below 10 MPa Eq.
(19) showed unexpected behavior [21]. In this range the vapor
spinodal of IAPWS-95 is too close to the saturated vapor line [7,
8] and as a consequence Eq. (19) also displayed the same trend.
Thus, it was decided to develop a supplementary equation for the
metastable-vapor region for pressures up to 10 MPa. Since there
are no experimental data in the metastable-vapor region to which
such an equation could be fitted, the needed input values were
determined by extrapolating a so-called gas equation into the
metastable-vapor region forp # 10 MPa. This gas equation which
provides a reliable representation of the thermodynamic properties
of the gas region of H2O at low densities (r # 55 kg m23) is
described in reference [8]; it was used as an auxiliary equation for
the development of IAPWS-95 [7, 8]. Besides fitting Eq. (23) to
values ofv, h, cp, ands in the metastable-vapor region extrapo-
lated from the gas equation, it was also fitted to corresponding
values on the saturated vapor line calculated from Eq. (19).

Behavior of Eq. (23). Figure 13 shows in anh-s diagram the
section of the metastable-vapor region which covers the tempera-
ture range from 300 K to 420 K corresponding to a pressure range
from 0.0036 MPa to 0.44 MPa. The 5 percent moisture line is also
shown which indicates approximately the lowest location of such
Wilson lines which are considered to be the lower limit of the
metastable region required for steam-turbine engineering. It can
be seen that the paths of the isotherms calculated from the various
equations considered are significantly different. Due to several
thermodynamic reasons the IFC-67 isotherms seem to be too linear
whereas the isotherms calculated from the basic equation of this
region, Eq. (19), have a too strong curvature. The course of the
isotherms calculated from the supplementary equation, Eq. (23),
and the gas equation [8] to which Eq. (23) was fitted, are in very
good agreement. Equation (23) is considered to yield reasonable

Fig. 11 Percentage deviations of the speeds of sound w calculated from Eq. (19) and IFC-67, respectively, from values wIAPWS-95

calculated from IAPWS-95 [7, 8]

Journal of Engineering for Gas Turbines and Power JANUARY 2000, Vol. 122 / 161

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



predictions for steam properties for industrial use in the
metastable-vapor region.

The consistency of Eq. (23) with the basic equation, Eq. (19),
along the saturated vapor line is characterized by the maximum
and root-mean-square (RMS) inconsistencies regarding the prop-
ertiesv, h, cp, s, g, andw; these values are listed in Table 8.The
maximum inconsistencies are clearly smaller than the consistency
requirements at the single-phase region boundaries corresponding
to the so-called Prague values [10], which are given in Section 4.3.

Along the 10 MPa isobar in the metastable-vapor region, the
transition between Eqs. (23) and (19) is not smooth but for prac-
tical calculations unimportant.

5.5.3 The Helmholtz Free Energy Equation for Region 3.
The basic equation for this region is a fundamental equation for the
specific Helmholtz free energyf. This equation is expressed in
dimensionless form,f 5 f/(RT), and reads

f~r, T!

RT
5 f~d, t! 5 n1 ln d 1 O

i52

40

nid
I it Ji, (25)

whered 5 r/r*, t 5 T*/ T with r* 5 r c, T* 5 Tc, andR, Tc,
and r c given by Eqs. (1), (4), and (6). The coefficientsni and
exponentsI i andJi of Eq. (25) are listed in Table A9.

Due to fitting Eq. (25) to the phase-equilibrium condition in the
form of the Maxwell criterion for given values ofT or p all
properties along that part of the saturation curve belonging to
region 3 can be calculated from Eq. (25) alone. Moreover, Eq. (25)
reproduces exactly the critical parameters according to Eqs. (4) to
(6) and yields zero for the first two pressure derivatives with
respect to density at the critical point.

All thermodynamic properties can be derived from Eq. (25) by
using the appropriate combinations of the dimensionless Helm-
holtz free energyf and its derivatives. The relations of the relevant
thermodynamic properties tof and its derivatives are summarized
in Table 9. All required derivatives of the dimensionless Helm-
holtz free energy are explicitly given in Table 10.

Equation (25) covers region 3 of IAPWS-IF97 defined by the
following range of temperature and pressure, see Fig. 2:

623.15 K# T # T~ p!Eq.~11! p~T!Eq.~10! # p # 100 MPa.

Fig. 12 Percentage deviations of the values of v, cp, and w and absolute
deviations of h values calculated from Eq. (19) and IFC-67, respectively,
from the corresponding values calculated from IAPWS-95 [7, 8] along the
boundary between regions 2 and 3 defined by the B23-equation: Dv 5
(v 2 v IAPWS-95)/v; Dcp 5 (cp 2 cp,IAPWS-95)/cp; Dh 5 h 2 hIAPWS-95; Dw 5 (w 2
wIAPWS-95)/w.

Table 7 The residual part gr of the dimensionless Gibbs free energy, Eq.
(24), and its derivatives

Fig. 13 Mollier h-s diagram for the metastable-vapor region with iso-
therms calculated from the equations given above

Table 8 Inconsistencies between Eqs. (19) and (23) along the saturated
vapor line given as maximum and root-mean square (RMS) values
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In addition to the properties in the stable single-phase region
defined above, Eq. (25) also yields reasonable values in the meta-
stable regions (superheated liquid and subcooled steam) close to
the saturated liquid and saturated vapor line, see Section 5.5.3.2.

To assist the user in computer-program verification of Eq. (25),
Table A10 contains test values of the most relevant properties.

5.5.3.1 Development of Eq. (25).In contrast to the funda-
mental equation of the Gibbs free energyg the fundamental
equation of the Helmholtz free energyf chosen for region 3 of
IAPWS-IF97 is suitable for the critical and supercritical region
covered by region 3. The independent variables of such anf
equation are the densityr and the temperatureT. When estab-
lishing an equation of state in the form of the fundamental equation
of the Helmholtz free energy, the expression is usually separated
into a part for the ideal gas and a residual part [8, 16, 17].
However, such a separation is not necessary for the special appli-
cation only to the critical and supercritical region. Comprehensive
test calculations yielded that there was no need to use the shifting
parametersb andd as given in Eq. (14) for the general functional
form of theg( p, T) equations but to use the critical parametersr c

andTc as reducing parametersr* andT*. Moreover, in addition to
the pure polynomial ind andt the incorporation of (lnd)t j terms
proved favorable. As a result of all these considerations and test
calculations the following general functional expression of 362
terms was used for the subsequent optimization process [18]:

f 5 O
j50

10

nj ~ln d!t j 1 O
i50

12 O
j50

26

nijd
it j, (26)

whered 5 r/r*, t 5 T*/ T with r* 5 r c, T* 5 Tc andTc and
r c given by Eqs. (4) and (6). The incorporation of the lnd term
(which looks similar to an ideal gas term but is not) proved so
effective that it was used in spite of its clearly slower computation
speed; this is, however, not so bad because for region 3 the
requirements regarding the computing time were clearly weaker
than for regions 1, 2, and 4 (see Section 4.4).

Equation (25), obtained from Eq. (26) by the method of Setz-
mann and Wagner [5] for optimizing the functional structure of the
final f equation, was fitted to values of the propertiesp, h, cv, s,
and the two partial derivatives (p/r)T and (p/T) r. These
values were calculated from IAPWS-95 [7, 8] for given values of
r and T distributed as selected grid points over region 3. The
inclusion of the partial derivatives ofp with respect tor and T
made it unnecessary to fit the equations to the corresponding
values ofcp andw which would have led to a nonlinear system of
normal equations when minimizing the sum of squares. Such a
nonlinear fitting process could not have been combined with the
structure-optimization procedure [5] because this procedure can
only cope with sums of squares which are linear in the coefficients
nj and nij , respectively. Moreover, fitting Eq. (25) just to the
properties mentioned above ensures that Eq. (25) yields reasonable
values for any property based on the first and second derivatives of
f, see also the general statement at the beginning of Section 5.5.
In addition to the properties calculated from IAPWS-95 within
region 3 the equations were also fitted to the corresponding prop-
erties calculated from theg equation of region 1, Eq. (15), along
the boundary between regions 1 and 3 and from theg equation for
region 2, Eq. (19), along the boundary between regions 2 and 3. In
this way, Eq. (25) was fitted with good numerical consistency with
the g equations of regions 1 and 2.

Moreover, for temperatures from 623.15 K toTc 5 647.096 K
(see Eq. (4)) the equations were fitted to the phase-equilibrium
conditiong9(T, p) 5 g0(T, p) in form of the Maxwell criterion
(see Table 9). Simultaneously to this fitting process, the equations
were also constrained to the conditions at the critical point, see the
corresponding statement on Eq. (25). Details of this entire fitting
process are given by Kruse and Wagner [18].

5.5.3.2 Accuracy of Eq. (25).Equation (25) meets clearly the
accuracy requirements listed in Section 4.2. The quality of repre-
senting the IAPWS-95 values [7, 8] by Eq. (25) is illustrated in
Figs. 14(a) to 17 for the relevant propertiesv, h, cp, andw. The
figures show the deviations of the values calculated from Eq. (25)
from the corresponding IAPWS-95 values along five isotherms
and along the boundary between regions 2 and 3 described by the
B23-equation corresponding to Eq. (10). Since the 623.15 K iso-
therm is included in these isotherms, the behavior of Eq. (25) along
the boundaries to the two adjacent regions 1 and 2 is recognizable.
These six lines are considered to be characteristic examples for the
behavior of Eq. (25) in the entire region 3. Where necessary,
special deviation diagrams for the behavior of Eq. (25) in the
critical region are given. Figure 14(a) illustrates how well Eq.
(25) represents the specific volumes from IAPWS-95. For the
largest part of region 3 including the “difficult” range along the
boundary to region 2, the deviations from the IAPWS-95 values
remain within60.03 percent whereas the IST-85 tolerances [9] are
mostly between60.1 percent and60.2 percent. Even in the
critical and enlarged critical region the deviations were kept within
the tolerances, see Fig. 14(b). As a matter of course, the largest
deviations from IAPWS-95 occur in the immediate vicinity of the
critical point, but Fig. 14(b) shows that even forT 5 648.15 K
(Tc 5 647.096 K) ataboutp 5 22.3 MPa (pc 5 22.064MPa)
the deviation from IAPWS-95 only increases up to about 3 percent.
Figure 14(a) also shows that over the entire region IFC-67 does not
meet the present requirements.

As can be seen from Fig. 15 there is practically no difference
between the specific enthalpies from Eq. (25) and from IAPWS-
95. With very few exceptions along the critical isochore, Eq. (25)
represents the IAPWS-95 values to within60.25 kJ kg21; the

Table 9 Relations of thermodynamic properties to the dimensionless
Helmholtz free energy f and its derivatives when using Eq. (25) a

Table 10 The dimensionless Helmholtz free energy f, Eq. (25), and its
derivatives
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maximum deviation is less than 0.6 kJ kg21 occurring near 24 MPa
and 650 K.

Figures 16(a) and 16(b) summarize the behavior of Eq. (25)
with regard to the representation of the isobaric heat capacities
which gave the most problems in region 3. Except for the critical
region, Eq. (25) represents the values from IAPWS-95 to within
60.5 percent, in wide ranges even to within60.1 percent. In
contrast to this, thecp values from IFC-67 deviate over large parts

of this region by more than62 percent from the IAPWS-95
values. When approaching the critical point the values ofcp

increase drastically and directly at the critical pointcp is infinite.
Thus, it is not surprising, but one should be aware, that in the
critical rangecp values calculated from different equations of state
deviate considerably from each other. This fact is illustrated in Fig.
16(b) where the systematic deviations in this region are shown in
more detail. For 648.15 K (Tc 5 647.096 K) it can beseen that
in a small pressure range slightly above the critical pressure (pc 5
22.064 MPa) thecp values from Eq. (25) deviate considerably
from the IAPWS-95 values, where the maximum deviation reaches
up to253 percent. The diagram also shows that the pressure range
in which such significant deviations from IAPWS-95 occur is
much wider for IFC-67 than for Eq. (25); the maximum deviation
of the IFC-67 values amounts to262 percent. For all these
considerations it should not be forgotten that the uncertainty of
IAPWS-95 incp in the immediate vicinity of the critical point is
also relatively large. The lower diagram of Fig. 16(b) shows that at
the border of the critical region, e.g., at 673.15 K, thecp values
from Eq. (25) deviate from the IAPWS-95 values by at most 1.7
percent.

In order to check whether these extraordinarily large deviations
of cp from Eq. (25) from those from IAPWS-95 in the near-critical
region have consequences for practical calculations, isobaric en-
thalpy differences according to a temperature difference of 10 K
were calculated from Eq. (25) and from IAPWS-95 in this region.
These investigations covered a pressure range from 22.1 MPa to 24
MPa, where the isobaric enthalpy differences were calculated for
the temperature difference between 652 K and 642 K for pressures
up to 23 MPa and between 662 K and 652 K for 23.5 MPa and 24
MPa. For 22.1 MPa, 22.2 MPa, 22.3 MPa, 22.5 MPa, and 24 MPa
the differences between theDh values from IAPWS-95 and from
Eq. (25) remained below 0.1 percent whereas for 22.7 MPa, 23
MPa, and 23.5 MPa the correspondingD(Dh) values increased to
0.23 percent, 0.85 percent, and 1.62 percent, respectively. These
test calculations show that the very largecp deviations hardly
affect Dh values over temperature intervals of 10 K.

Fig. 14(b) Percentage deviations of the specific volumes v calculated
from Eq. (25) and IFC-67, respectively, from values v IAPWS-95 calculated
from IAPWS-95 [7, 8]; spread pressure scale for the enlarged critical
region.

Fig. 14(a) Percentage deviations of the specific volumes v calculated from Eq. (25) and IFC-67, respectively, from values v IAPWS-95

calculated from IAPWS-95 [7, 8]
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From Fig. 17 it can be seen that the quality of Eq. (25) in
representing the speeds of soundw from IAPWS-95 is very similar
to that ofcp discussed above. Apart from the critical region, the
deviations of thew values from Eq. (25) from those of IAPWS-95
remain within 60.3 percent whereas in the critical region the
deviations increase, as expected, to values greater than61 percent.
It can also be seen that IFC-67 is not able to meet the present
requirements of61 percent regarding the representation of the
speed of sound.

Metastable States. Figure 18 illustrates the behavior of Eq.
(25) within the two-phase region along representative isotherms
for the temperature range 623.15 K# T # 647.096 K5 Tc and
in addition along the 648.15 K isotherm in the single-phase region.
All isotherms in the two-phase region have only one minimum and
one maximum which are points of the spinodals meeting in the
critical point. There are no further extrema and the two inflection
points (instead of one) on the lower isotherms do not have any
physical or practical meaning because they are within the unstable
region. Thus, Eq. (25) predicts reasonable values in the metastable
vapor and liquid region of region 3.

5.5.4 The Saturation-Pressure Equation for Region 4.For
several reasons (see section 5.5.4.1) instead of a saturation-
pressure equation, an implicit equation was developed describing
the saturation curve. This equation can be solved directly for either
saturation pressureps or saturation temperatureTs.

The equation for describing the saturation curve is an implicit
bi-quadratic equation which reads

b 2q 2 1 n1b
2q 1 n2b

2 1 n3bq 2 1 n4bq

1 n5b 1 n6q
2 1 n7q 1 n8 5 0, (27)

where

b 5 ~ps/p* ! 0.25 (27a)

and

q 5
Ts

T*
1

n9

~Ts/T* ! 2 n10
(27b)

with p* 5 1 MPa andT* 5 1 K; for the coefficientsn1 to n10 see
Table A11.

The explicit form of the saturation-pressure equation (basic
equation) is obtained from the solution of Eq. (27) with respect to
ps as follows11:

ps

p*
5 F 2C

2B 1 ~B2 2 4AC! 0.5G 4

, (28)

wherep* 5 1 MPa and

A 5 q 2 1 n1q 1 n2

B 5 n3q
2 1 n4q 1 n5

C 5 n6q
2 1 n7q 1 n8

with q according to Eq. (27b). The coefficientsni of Eq. (28) are
listed in Table A11.

Equations (27) and (28) reproduce exactly thep-T values at the
triple point according to Eqs. (7) and (8), at the normal boiling
point according to Eq. (9) and at the critical point according to Eqs.
(4) and (5). Due to the special fitting process of Eq. (27) with
respect to Eq. (25), the specific volumes of the saturated liquid and
vapor,v9 andv0, can be simply calculated directly up to the critical
point from the intersection of the saturation pressure from Eq. (28)
with the pressure from the Helmholtz free energy equation, Eq.
(25), for the temperature considered. Therefore, it is not necessary
to calculatev9 and v0 by solving Eq. (25) using the Maxwell
criterion which is a complex iteration process.

11 This solution is not quite simple, for details see [22]. The saturation-temperature
equation (backward equation) which follows from Eq. (27) by solving it with respect
to Ts is given in Section 5.6.4.

Fig. 15 Absolute deviations of the specific enthalpies h calculated from Eq. (25) and IFC-67, respectively, from values hIAPWS-95

calculated from IAPWS-95 [7, 8]
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Equation (28) is valid along the entire vapor-liquid saturation
curve from the triple-point temperatureTt to the critical tempera-
tureTc and can be simply extrapolated to 273.15 K so that it covers
the temperature range

273.15 K# T # 647.096 K.

To assist the user in computer-program verification of Eq. (28),
Table A12 contains corresponding test values.

5.5.4.1 Development of Eq. (27).In the course of the devel-
opment of the basic and backward equation for the saturation curve
three alternatives were pursued, namely a “fast” polynomial equa-
tion pair with integer exponents, a pair of so-called short polyno-
mial equations with fractional exponents, and implicit equations
which are directly solvable with regard to bothps(T) andTs( p),
for details of these developments see Kretzschmar et al. [22]. After
checking these equations and considering carefully their pros and
cons, an implicit saturation equation, which provides complete
numerical consistency between theps(T) form andTs( p) form,
was finally chosen as saturation equation for region 4 of IAPWS-
IF97; this equation corresponds to Eq. (27).

Equation (27) was fitted tops values calculated from IAPWS-95
[7, 8] and was constrained to thep-T values at the triple point,
normal boiling point and critical point given by Eqs. (7) to (9), (4),
and (5). In addition, Eq. (27) was also fitted to theps values from
the Helmholtz free energy equation of region 3, Eq. (25), so that
Eq. (28) yields vapor pressures which are, even very close to the
critical temperature, between the pressures of the vapor and liquid
spinodals of Eq. (25); the reasoning of this special fitting process
is given by the corresponding statement in connection with Eq.
(28). The entire fitting procedure is based on the approximation
algorithm developed by Willkommen et al. [23] which includes the
simultaneous steady approximation of Zschunke et al. [24].

5.5.4.2 Accuracy of Eq. (28).Figure 19 shows that the
saturation-pressure equation, Eq. (28), represents the saturation
pressures calculated from IAPWS-95 for the entire range from the
triple-point temperatureTt to the critical temperatureTc to within
the IST-85 tolerances [9]. Even for temperatures below the tem-
peratureTb of the normal boiling point, theps values from Eq. (28)
remain within the IST-85 tolerances which are, in this region,
clearly smaller than the permissible deviations of60.025 percent
(see Section 4.2). It can also be seen that Eq. (28) meets theps

values at the triple point according to Eqs. (7) and (8), at the
normal boiling point according to Eq. (9), and at the critical point
according to Eqs. (4) and (5). For comparison, the figure also

Fig. 16(a) Percentage deviations of the specific isobaric heat capacities cp calculated from Eq. (25) and IFC-67, respectively, from
values cp,IAPWS-95 calculated from IAPWS-95 [7, 8]

Fig. 16(b) Percentage deviations of the specific isobaric heat capacities
cp calculated from Eq. (25) and IFC-67, respectively, from values
cp,IAPWS-95 calculated from IAPWS-95 [7, 8]; spread pressure scale for the
enlarged critical region.
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contains the correspondingDps line generated from IFC-67; the
maximum deviation of the IFC-67 values amounts to 0.12 percent.

5.5.5 The Gibbs Free Energy Equation for Region 5.The
basic equation for this high-temperature region is a fundamental

equation for the specific Gibbs free energyg in its dimensionless
form, g 5 g/(RT), which is again separated into an ideal-gas part
g o and a residual partg r , so that

g~ p, T!

RT
5 g~p, t! 5 g o~p, t! 1 g r~p, t!, (29)

wherep 5 p/p* and t 5 T*/ T with R given by Eq. (1).
The equation for the ideal-gas partg o of the dimensionless

Gibbs free energy reads

g o 5 ln p 1 O
i51

6

ni
ot J i

o

, (30)

wherep 5 p/p* andt 5 T*/ T with p* 5 1 MPa andT* 5 1000
K. The coefficientsn1

o andn2
o were adjusted in such a way that for

Fig. 17 Percentage deviations of the speeds of sound w calculated from Eq. (25) and IFC-67, respectively, from values wIAPWS-95

calculated from IAPWS-95 [7, 8]

Fig. 18 Behavior of Eq. (25) in the vapor-liquid two-phase region of
region 3

Fig. 19 Percentage deviations of the saturation pressure ps calculated
from Eq. (28) and IFC-67, respectively, from values ps,IAPWS-95 calculated
from IAPWS-95 [7, 8]
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T 5 1073.15 K thevalues for the specific internal energy and
specific entropy, calculated from Eq. (29), relate to the correspond-
ing values calculated from Eq. (19). Table A13 contains the
coefficientsni

o and exponentsJi
o of Eq. (30).

The form of the residual partg r of the dimensionless Gibbs free
energy is as follows:

g r 5 O
i51

5

nip
I it Ji, (31)

wherep 5 p/p* andt 5 T*/ T with p* 5 1 MPa andT* 5 1000
K. The coefficientsni and exponentsI i andJi of Eq. (31) are listed
in Table A14.

All thermodynamic properties can be derived from Eq. (29) by
using the appropriate combinations of the ideal-gas partg o, Eq.
(30), and the residual partg r , Eq. (31), of the dimensionless Gibbs
free energy and their derivatives. Relations between the relevant
thermodynamic properties andg o andg r and their derivatives are
summarized in Table 4. All required derivatives of the ideal-gas
part and of the residual part of the dimensionless Gibbs free energy
are explicitly given in Table 11 and Table 12, respectively.

Equation (29) covers region 5 of IAPWS-IF97 defined by the
following temperature and pressure range, see Fig. 2:

1073.15 K# T # 2273.15 K 0, p # 10 MPa.

In this range Eq. (29) is only valid for pure undissociated water,
dissociation has not been considered.

To assist the user in computer-program verification of Eq. (29),
Table A15 contains test values of the most relevant properties.

Development and Accuracy of Eq. (29).For high-temperature
applications of the thermodynamic properties of steam such as in
gas turbines it was requested to have a simple equation of state for
temperatures above 1073.15 K and pressures up to 10 MPa.
According to this demand a fundamental equation for the specific
Gibbs free energy in its absolute form was developed by Maresˇ
and Šifner [25]. Equation (29) is a simplified version (shortened in
residual part) of this equation.

The coefficientsn3
o to n6

o of Eq. (30) were fitted to values of the
dimensionless isobaric heat capacity in the ideal-gas state, (cp

o/R),
calculated from the ideal-gas partf o of IAPWS-95 [7, 8]. Since
this f o equation of IAPWS-95 is based on the (cp

o/R) equation of
Cooper [26] which was fitted to data in the temperature range from

130 K to 2000 K, the calculation of (cp
o/R) values from IAPWS-95

for temperatures from 1073.15 K to 2273.15 K corresponds only to
a marginal extrapolation. The values of the coefficientsn1

o andn2
o

of Eq. (30) were determined as described in connection with Eq.
(30). The coefficientsni of Eq. (31) were determined by fitting Eq.
(29) to values of the specific volumev calculated from IAPWS-95
[7, 8] for given values ofp andT at selected grid points distributed
over region 5 for 1073.15 K, T # 2273.15 K andfrom Eq. (19)
for T 5 1073.15 K. ForT . 1273.15 K thecorresponding
IAPWS-95 values were obtained by extrapolating this formulation.

Figure 20 illustrates for three characteristic isotherms that Eq.
(29) represents the values of the propertiesv, h, cp, andw from
IAPWS-95 to within very small deviations. In the entire region, the
maximum deviations occur at 10 MPa and amount to 0.009 percent
in v at about 1073.15 K, 0.34 kJ kg21 in h near 1373 K, 0.14
percent incp at 1073.15 K, and 0.023 percent inw near 1173 K.

5.5.6 Consistency at Region Boundaries.For any calcula-
tion of thermodynamic properties of water and steam across the
region boundaries of IAPWS-IF97, the basic equations have to be
sufficiently consistent at the corresponding boundary, see Section 4.3.
For the properties considered in this respect, this section presents the
achieved consistencies in comparison with the permitted inconsisten-
cies according to the so-called Prague values [10].

5.5.6.1 Consistency at Boundaries Between Single-Phase Re-
gions. For the boundaries between single-phase regions the con-
sistency investigations were performed for the following basic
equations and region boundaries; see Fig. 2:

Table 11 The ideal-gas part go of the dimensionless Gibbs free energy,
Eq. (30), and its derivatives

Table 12 The residual part gr of the dimensionless Gibbs free energy,
Eq. (31), and its derivatives

Fig. 20 Percentage deviations of the values of v, cp, and w and absolute
deviations of h values calculated from Eq. (29) from the corresponding
values calculated from IAPWS-95 [7, 8]: Dv 5 (v 2 v IAPWS-95)/v; Dcp 5 (cp

2 cp,IAPWS-95)/cp; Dh 5 h 2 hIAPWS-95; Dw 5 (w 2 wIAPWS-95)/w.

168 / Vol. 122, JANUARY 2000 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



● Equations (15) and (25) along the 623.15 K isotherm for pressures
from 16.53 MPa (ps from Eq. (28) for 623.15 K) to 100 MPa
corresponding to the boundary between regions 1 and 3.

● Equations (19) and (25) with respect to the boundary between
regions 2 and 3 defined by the B23-equation, Eq. (10), for
temperatures between 623.15 K and 863.15 K.

● Equations (19) and (29) with respect to the 1073.15 K isotherm
for p # 10 MPa corresponding to the boundary between
regions 2 and 5.

The results of the consistency investigations for these three
region boundaries are summarized in Table 13. In addition to the
permitted inconsistencies corresponding to the Prague values [10],
the actual inconsistencies characterized by their maximum and
root-mean-square values at the three boundaries are given for the
propertiesv, h, cp, s, g, andw. It can be seen that the inconsis-
tencies between the basic equations at the corresponding region
boundaries are very small and the consistency requirements given
in Section 4.3 are clearly exceeded.

Figure 21 presents the results of these consistency investigations
in form of percentage deviations forv, cp, andw and in form of
absolute deviations fors, h, andg for IAPWS-IF97 and for IFC-67
as well; for the permitted inconsistencies according to the Prague
values [10] see Table 13.

The diagrams on the left-hand side of Fig. 21 show the results
for the 623.15 K isotherm that is the boundary between regions 1
and 3 of IAPWS-IF97 and between regions 1 and 4 of IFC-67, see
Figs. 1 and 2. For IAPWS-IF97 the deviations correspond to the
inconsistencies between Eq. (15) and Eq. (25), and for IFC-67
between its correspondingg and f equation. The diagrams show
how small the inconsistencies between the basic equations of
IAPWS-IF97 are along this region boundary. When comparing
these inconsistencies with the permitted values it can be seen that
the consistency requirement regarding this boundary was exceeded
by a large margin. In contrast to this, the corresponding IFC-67
inconsistencies are clearly larger. With regard tov, cp, ands there
are ranges where IFC-67 is slightly outside the permitted incon-
sistencies; with respect tog IFC-67 is outside the permitted in-
consistency value (Dg 5 0.2 kJ kg21) along the entire boundary.

The diagrams on the right-hand side of Fig. 21 present the result
for the boundary between regions 2 and 3 defined by the B23-
equation for IAPWS-IF97 and by the so-called L-function for
IFC-67, see Figs. 1 and 2. For IAPWS-IF97 the deviations corre-
spond to the inconsistencies between Eqs. (19) and (25) and for
IFC-67 between its correspondingg andf equation. In comparison
with the diagrams on the left of Fig. 21, here the inconsistencies
are on average larger which is a sign of the problems along this
boundary. Particularly, forv, h, ands there are greater inconsis-
tencies which are, however, still well within the Prague values. It
is very positive that the inconsistencies incp remain within 0.35
percent along the entire boundary whereas the corresponding
IFC-67 inconsistencies increase up to66 percent. The fulfillment
of the consistency requirements regardingcp along the B23-
equation was one of the decisive points during the development of
the basic equations for regions 2 and 3 and influenced substantially

the structure of these equations. The consistency inw is similarly
good as forcp. For IFC-67 the following consistency statements
along this boundary can be made: forg the requirement was
completely met, forcp it was not met at all (see above) and for the
other properties considered the inconsistencies are slightly outside
the permitted values in a few places.

5.5.6.2 Consistency at the Saturation Curve.The vapor-
liquid saturation curve forms the boundary between the following
regions of IAPWS-IF97, see Fig. 2: For 273.15 K# T # 623.15
K it is the boundary between region 4 and regions 1 and 2,
respectively, and for 623.15 K# T # Tc between region 3 and
region 4. Thus, the calculations concern the basic equations and
ranges of the saturation curve listed below. According to the
Prague values the consistency investigations at the saturation curve
are performed for the propertiesps, Ts, andg; the way of calcu-
lating the inconsistenciesDps, DTs, and Dg is given in the
following:

● Equations (15), (19) and (28) on the saturation curve for
temperatures from 273.15 K to 623.15 K:

Dps 5 ps,Eq.~15!,Eq.~19! 2 ps,Eq.~28! (32a)
DTs 5 Ts,Eq.~15!,Eq.(19)2 Ts,Eq.~55! (32b)

Dg 5 gEq.~15! 2 gEq.~19! (32c)

The calculation ofps and ofTs from Eqs. (15) and (19) was
made via the Maxwell criterion (phase-equilibrium condi-
tion) for given values ofT or p. Theg values are determined
for given T values and correspondingps values from Eq.
(28).

● Equations (25) and (28) on the saturation curve for tempera-
tures from 623.15 K toTc 5 647.096 K:

Dps 5 ps,Eq.~25! 2 ps,Eq.~28! (33a)
DTs 5 Ts,Eq.~25! 2 Ts,Eq.~55! (33b)

Dg 5 g9Eq.~25!,Eq.~28! 2 g0Eq.~25!,Eq.~28! (33c)

The calculation ofps andTs from Eq. (25) was made via the
Maxwell criterion for given temperatures or pressures, re-
spectively. The inconsistencyDg corresponds to the differ-
enceg9(r9, T) 2 g0(r0, T) which was calculated from Eq.
(25) afterr9 and r0 had been determined from Eq. (25) by
iteration for givenT values and correspondingps values
from Eq. (28).

● Equations (15), (19) and (25) on the saturation curve at 623.15
K. This is the only point on the saturation curve where the
validity ranges of the fundamental equations of regions 1 to 3
meet each other:

Dps 5 ps,Eq.~15!,Eq.~19! 2 ps,Eq.~25! (34a)
DTs 5 Ts,Eq.~15!,Eq.~19! 2 Ts,Eq.~25! (34b)

Dg 5 gEq.~15!,Eq.~19! 2 gEq.~25! (34c)

All three propertiesps, Ts, and g were calculated via the
Maxwell criterion from the corresponding equations.

The results of these consistency investigations along the satu-
ration curve are summarized in Table 14. In addition to the
permitted inconsistencies corresponding to the Prague values [10],
the actual inconsistencies characterized by their maximum and
root-mean-square values are given for the two sections of the
saturation curve and for the special point at 623.15 K. It can be
seen that the inconsistencies between the basic equations for the
corresponding single-phase regions and the saturation-pressure
equation are very small; except for theDps values forT # 623 K
they are less than one tenth of the permitted value. This statement
also holds for the fundamental equations in relation to each other
and not just in relation to the saturation-pressure equation, Eq.
(28), see Eqs. (34a) to (34c) and the last column in Table 14.

Along the entire saturation curve, Fig. 22 shows the inconsis-
tencies with regard to the saturation pressureps, which is the most
important and most sensitive property in this respect. The maxi-

Table 13 Inconsistencies between basic equations for single-phase
regions at the corresponding region boundaries given as maximum and
root-mean square (RMS) values
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mum differenceDps when ps is calculated once from the basic
equations for regions 1 to 3 and the other time from the saturation-
pressure equation remains less than 0.007 percent and the (un-
avoidable) step at 623.15 K when switching from theg equations
to the f equation amounts only to 0.005 percent. For IFC-67 the
corresponding inconsistency inps is on average more than one
order of magnitude larger; the maximum inconsistency amounts to
0.12 percent and the step at 623.15 K when switching to thef
equations for regions 3 and 4 of IFC-67 (see Fig. 1) is even 0.22
percent.

Fig. 21 Inconsistencies Dv, Dh, Dcp, Dw, Ds, and Dg along the boundary between regions 1 and 3 (left column) and the boundary
between regions 2 and 3 (right column) when calculating the properties without an index from the corresponding g equation (Eq.
(15) for region 1 and Eq. (19) for region 2) and the properties with the index f from the f equation for region 3, Eq. (25). For the
calculations with IFC-67 its corresponding g and f equations were used, see text: Dv 5 (v 2 v f)/v; Dcp 5 (cp 2 cp,f)/cp; Ds 5 s 2 s f;
Dh 5 h 2 hf; Dw 5 (w 2 wf)/w; Dg 5 g 2 gf.

Table 14 Inconsistencies between the basic equations valid at the sat-
uration curve given as maximum and root-mean square (RMS) values
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In addition to the inconsistencies inDps shown in Fig. 22, it
might be helpful for practical calculations to have an idea of the
differences inv, h, s, cp, and w along the saturated vapor and
saturated liquid line when, for given temperatures, these values
were calculated one time directly from the correspondingg and f
equations by applying the phase-equilibrium condition and the
other time from the basic equations afterps had been calculated
from Eq. (28). The second method for these calculations is clearly
easier to carry out but the results would not be in full consistency
with the results from the fundamental equations. Figure 23 illus-
trates the corresponding inconsistencies along the saturated vapor
line for v 0, s0, andc0p. It can be seen that the inconsistenciesDv 0,
Ds0, andDc0p are very small (smaller than the Prague values for
the region boundaries between single-phases) and increase only
when approaching the critical point; however, for temperatures up
to (Tc 2 2 K) the inconsistencies remain within the corresponding
Prague values [10] listed in Table 13. Compared with these three
properties the corresponding inconsistencies inh0, w0, v 9, h9, s9,
c9p, andw9 are clearly smaller and thus negligible except for the
range 1 K to 2 KbelowTc. When approaching the critical point it
is not surprising that the inconsistency inc9p andc0p increases to 60
percent and to 75 percent, respectively, at 1 mK belowTc, see also
the discussion of Fig. 16(b) in Section 5.5.3.2 regarding thecp

behavior in region 3.

5.6 The Backward Equations for Regions 1, 2, and 4. In
order to meet the computation-speed requirement for IAPWS-IF97
“three times faster than IFC-67” (see Section 4.4) the concept of
so-called backward equationsT( p, h) and T( p, s) for regions 1
and 2 andTs( p) for region 4 has been developed, see Section 5.1
and Fig. 2.

Proceeding from Eq. (13) withz 5 T/T*, x 5 p, a 5 p*, y 5
h, andc 5 h* or y 5 s andc 5 s* the following general form
of a combined polynomial for theT( p, h) andT( p, s) equations
is obtained [18, 29]:

T~ p, h!

T*
5 O

i

niS p

p*
1 bD I iS h

h*
1 dD Ji

, (35)

T~ p, s!

T*
5 O

i

niS p

p*
1 bD I iS s

s*
1 dD Ji

, (36)

whereT*, p*, h*, and s* are again reducing parameters. These
two equations form the basis of the backward equations for regions
1 and 2.

In the following sections first the final form of the corresponding
backward equation is given including all numerical information for
its use, then details of its development are summarized and finally
its numerical consistency with the corresponding basic equation is
discussed; all table numbers starting with an “A” are listed in the
appendix.

5.6.1 The Backward Equations for Region 1.According to
the considerations in section 5.1 (item 2a, b) the two backward
equationsT( p, h) andT( p, s) have to be numerically consistent
with the basic equation of this region, Eq. (15), withinDT 5 625
mK for the samep-h values andp-s values, respectively.

5.6.1.1 The Backward Equation T(p, h).The backward equa-
tion T( p, h) for region 1 has the following dimensionless form:

T~ p, h!

T*
5 u~p, h! 5 O

i51

20

nip
I i~h 1 1! Ji, (37)

whereu 5 T/T*, p 5 p/p*, and h 5 h/h* with T* 5 1 K, p*
5 1 MPa, andh* 5 2500 kJ kg21. The coefficientsni and
exponentsI i andJi of Eq. (37) are listed in Table A16.

Equation (37) covers the same range of validity as the basic
equation, Eq. (15), except for the metastable superheated-liquid
region, where Eq. (37) is not valid. For the actual numerical
inconsistencies between Eqs. (37) and (15) see below.

To assist the user in computer-program verification of Eq. (37),
Table A17 contains the corresponding test values.

Development of Eq. (37). Based on test calculations with Eq.
(35) for the maximum ranges of the exponentsI i andJi , the values
of the reducing parametersT*, p*, and h* and the shifting
parametersb and d, the following dimensionless comprehensive
expression of 233 terms (bank of terms) was used as starting point
for the development of the backward equationT( p, h) for region
1:

u 5 O
i50

6 O
j50

32

nijp
i~h 1 1! j, (38)

whereu 5 T/T*, p 5 p/p*, and h 5 h/h* with T* 5 1 K, p*
5 1 MPa, andh* 5 2500 kJ kg21.

Fig. 23 Inconsistencies Dv (, Ds(, and Dc (p caused by two different ways
of determining the needed saturation pressures ps. For v (Eq.(28), s (Eq.(28),
and c (p,Eq.(28) the ps values were directly calculated from Eq. (28) and for
v (, s(, and c (p the ps values were determined from Eqs. (15) and (19) and
from Eq. (19), respectively, via the phase-equilibrium condition: Dv ( 5
(v (Eq.(28) 2 v ()/v (, Ds( 5 s (Eq.(28) 2 s(, Dc (p 5 (c (p,Eq.(28) 2 c (p)/c (p.

Fig. 22 Inconsistencies Dps along region 4 (saturation curve) when
calculating the saturation pressures as ps values from Eq. (15) together
with Eq. (19) and from Eq. (25), respectively, and as values ps,Eq.(28)

directly from the saturation-pressure equation, Eq. (28): Dps 5 (ps 2
ps,Eq.(28))/ps.
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The structure of the finalT( p, h) equation, Eq. (37), was found
from Eq. (38) by using the approximation algorithm of Willkom-
men et al. [23, 27] which combines a special modification of the
structure-optimization method of Wagner [19] with the elements
automatic data weighting and data-grid condensation. In this entire
optimization process Eq. (37) was fitted toT-p-h values, whereh
had been calculated from the basic equation for region 1, Eq. (15),
for given values ofp andT distributed as selected grid points over
region 1; the final coefficients were determined with the simulta-
neous steady approximation of Zschunke et al. [24]. Details of
such fitting processes are given by Willkommen [27].

Numerical Consistency Between Eqs. (37) and (15).Figure 24
illustrates the numerical consistency achieved between theT( p, h)
equation for region 1, Eq. (37), and the corresponding basic
equation, Eq. (15), along four isotherms considered to be charac-
teristic for the behavior of Eq. (37). Over the entire region the
numerical inconsistency between Eqs. (37) and (15) has a maxi-
mum of 23.6 mK and a root-mean-square average of 13.4 mK.

5.6.1.2 The Backward Equation T(p, s).The backward equa-
tion T( p, s) for region 1 has the following dimensionless form:

T~ p, s!

T*
5 u~p, s! 5 O

i51

20

nip
I i~s 1 2! Ji, (39)

whereu 5 T/T*, p 5 p/p*, and s 5 s/s* with T* 5 1 K, p*
5 1 MPa, ands* 5 1 kJ kg21 K21. The coefficientsni and
exponentsI i andJi of Eq. (39) are listed in Table A18.

Equation (39) covers the same range of validity as the basic
equation, Eq. (15), except for the metastable superheated-liquid
region, where Eq. (39) is not valid.

To assist the user in computer-program verification of Eq. (39),
Table A19 contains the corresponding test values.

Development of Eq. (39). Based on test calculations with Eq.
(36) for the maximum ranges of the exponentsI i andJi , the values
of the reducing parametersT*, p*, and s* and the shifting
parametersb and d, the following dimensionless comprehensive
expression of 165 terms (bank of terms) was used as starting point
for the development of the backward equationT( p, s) for region
1 [18]:

u 5 O
i50

4 O
j50

32

nijp
i~s 1 2! j, (40)

whereu 5 T/T*, p 5 p/p*, and s 5 s/s* with T* 5 1 K, p*
5 1 MPa, ands* 5 1 kJ kg21 K21.

The structure of the finalT( p, s) equation, Eq. (39), was found
from Eq. (40) with the structure-optimization method of Setzmann
and Wagner [5]. When using this method alone it can happen (as
for all procedures based on the least square method) that in
relatively small ranges the deviations from the input data are
significantly larger than in the rest of the fitting range. Thus, in
order to reduce these larger deviations in small ranges at the
expense of smaller deviations over larger ranges, a special fitting
procedure was tandem-arranged to the application of the structure-
optimization method [5]. This special fitting procedure [18, 28]
performs a recursive fitting process in which an amplification
function increases the weighting factors of such data having the
largest deviations in the preceding fitting step. When applying
these two methods Eq. (39) was fitted toT-p-s values, wheres had
been calculated from the basic equation for region 1, Eq. (15), for
given values ofp and T distributed as selected grid points over
region 1. Details of this entire fitting process are given by Kruse
and Wagner [18].

Numerical Consistency Between Eqs. (39) and (15).Figure 25
illustrates the numerical consistency achieved between theT( p, s)
equation for region 1, Eq. (39), and the corresponding basic
equation, Eq. (15), along four isotherms considered to be charac-
teristic for the behavior of Eq. (39). Over the entire region the
numerical inconsistency between Eqs. (39) and (15) has a maxi-
mum of 21.8 mK and a root-mean-square average of 5.8 mK. It can
be seen that the maximum inconsistencies occur only in a small
part of region 1, namely at higher temperatures around 600 K.

5.6.2 The Backward Equations for Region 2.According to
the considerations in Section 5.1 (item 2a,b) the two backward
equationsT( p, h) andT( p, s) have to be numerically consistent
with the basic equation of this region, Eq. (19), withinDT 5 625
mK for s # 5.85 kJ kg21 K21 and withinDT 5 610 mK for s .
5.85 kJ kg21 K21, for the samep-h values andp-s values,
respectively.

Due to this very high consistency demand region 2 is covered by
threeT( p, h) and threeT( p, s) equations. Figure 26 shows how
region 2 is divided into the three subregions for the backward
equations. The boundary between subregions 2(a) and 2(b) is the
isobarp 5 4 MPa; the boundary between subregions 2(b) and 2(c)
corresponds to the entropy lines 5 5.85 kJ kg21 K21.

In order to know whether theT( p, h) equation for subregion
2(b) or for subregion 2(c) has to be used for given values ofp and
h, a special correlation equation for the boundary between subre-
gions 2(b) and 2(c) (which approximatess 5 5.85 kJ kg21 K21)
is needed, see Fig. 26. This boundary equation, called B2bc-
equation, is a simple quadratic pressure-enthalpy relation which
reads

p 5 n1 1 n2h 1 n3h
2, (41)

wherep 5 p/p* and h 5 h/h* with p* 5 1 MPa andh* 5 1
kJ kg21. The coefficientsn1 to n3 of Eq. (41) are listed in Table
A20. Based on its simple form, Eq. (41) does not describe exactly

Fig. 24 Absolute deviations of temperatures TEq.(37) calculated from Eq. (37)
from values TEq.(15) calculated from Eq. (15) for given values of p and h
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the isentropic lines 5 5.85 kJ kg21 K21; the entropy values
corresponding to thisp-h relation are betweens 5 5.81 kJ kg21

K21 ands 5 5.85 kJ kg21 K21. The enthalpy-explicit form of Eq.
(41) is as follows:

h 5 n4 1 @~p 2 n5!/n3# 0.5 (42)

with h andp according to Eq. (41) and the coefficientsn3 to n5

listed in Table A20. Equations (41) and (42) define the boundary
line between subregions 2(b) and 2(c) from the saturation state at
ps 5 6.546 669 967 8 MPa(corresponding to aboutT 5 554.5
K) up to p 5 100 MPa (corresponding to aboutT 5 1019.3 K).

For the backward equationsT( p, s) the boundary between
subregions 2(b) and 2(c) corresponds directly to the isentropic line
s 5 5.85 kJ kg21 K21 and is therefore automatically defined for
given values ofp ands.

5.6.2.1 The Backward Equations T(p, h) for Subregions 2(a),
2(b), and 2(c). The backward equationT( p, h) for subregion
2(a) in its dimensionless form reads

T2a~p, h!

T*
5 u2a~p, h! 5 O

i51

34

nip
I i~h 2 2.1! Ji, (43)

whereu 5 T/T*, p 5 p/p*, and h 5 h/h* with T* 5 1 K, p*
5 1 MPa, andh* 5 2000 kJ kg21. The coefficientsni and
exponentsI i andJi of Eq. (43) are listed in Table A21.

The backward equationT( p, h) for subregion 2(b) in its dimen-
sionless form reads

T2b~p, h!

T*
5 u2b~p, h! 5 O

i51

38

ni ~p 2 2! I i~h 2 2.6! Ji, (44)

whereu 5 T/T*, p 5 p/p*, and h 5 h/h* with T* 5 1 K, p*
5 1 MPa, andh* 5 2000 kJ kg21. The coefficientsni and
exponentsI i andJi of Eq. (44) are listed in Table A22.

The backward equationT( p, h) for subregion 2(c) in its dimen-
sionless form reads

T2c~p, h!

T*
5 u2c~p, h! 5 O

i51

23

ni ~p 1 25! I i~h 2 1.8! Ji, (45)

whereu 5 T/T*, p 5 p/p*, and h 5 h/h* with T* 5 1 K, p*
5 1 MPa, andh* 5 2000 kJ kg21. The coefficientsni and
exponentsI i andJi of Eq. (45) are listed in Table A23.

Equations (43), (44), and (45) are only valid in the respective
subregion 2(a), 2(b), and 2(c) that do not include the metastable-
vapor region. The boundaries between these subregions are defined
at the beginning of Section 5.6.2; the lowest pressure for which Eq.
(43) is valid amounts to 611.153 Pa corresponding to the subli-
mation pressure [20] at 273.15 K.

To assist the user in computer-program verification of Eqs. (43)
to (45), Table A24 contains the corresponding test values.

Development of Eqs. (43) to (45).Based on test calculations
with Eq. (35) for the maximum ranges of the exponentsI i andJi ,
the values of the reducing parametersT*, p*, and h* and the
shifting parametersb andd, the following dimensionless compre-
hensive expressions (bank of terms)12 were formulated as starting
points for the development of the backward equationsT( p, h) for
subregions 2(a), 2(b), and 2(c):

u2a 5 O
i51

10 O
j51

20

nijp
I i~h 2 2.1! Jj (46)

with I i 5 0 . . . ~1! . . . 9,

Jj 5 0 . . . ~1! . . . 6, 8 . . .~2! . . . 20, 24 . . .~4! . . . 44,

whereu 5 T/T*, p 5 p/p*, and h 5 h/h* with T* 5 1 K, p*
5 1 MPa, andh* 5 2000 kJ kg21,

12 The figures given in brackets in the series of the exponentsI i andJj in Eqs. (46)
to (48) correspond to the step size.

Fig. 25 Absolute deviations of temperatures TEq.(39) calculated from
Eq. (39) from values TEq.(15) calculated from Eq. (15) for given values of
p and s

Fig. 26 Division of region 2 of IAPWS-IF97 into the three subregions
2(a), 2(b), and 2(c) for the backward equations T(p, h) and T(p, s)
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u2b 5 O
i51

10 O
j51

30

nij ~p 2 2! I i~h 2 2.6! Jj (47)

with I i 5 0 . . . ~1! . . . 9,

Jj 5 0 . . . ~1! . . . 17, 18 . . .~2! . . . 40,

whereu 5 T/T*, p 5 p/p*, and h 5 h/h* with T* 5 1 K, p*
5 1 MPa, andh* 5 2000 kJ kg21,

u2c 5 O
i51

15 O
j51

20

nij ~p 1 25! I i~h 2 1.8! Jj (48)

with I i 5 27 . . . ~1! . . . 7,

Jj 5 0 . . . ~1! . . . 6, 8 . . .~2! . . . 32,

whereu 5 T/T*, p 5 p/p*, and h 5 h/h* with T* 5 1 K, p*
5 1 MPa, andh* 5 2000 kJ kg21.

Equations (43), (44), and (45) were determined from the respec-
tive Eqs. (46), (47), and (48) by using the approximation algorithm
of Willkommen et al. [23, 27] in which a modified form of the
structure-optimization method of Wagner [19] is incorporated. In
addition, the algorithm of Tru¨benbach [29] for setting up equations
optimized regarding their computing-time consumption was used.
In this entire optimization process Eqs. (43) to (45) were fitted to
T-p-h values, whereh had been calculated from the basic equation
for region 1, Eq. (19), for given values ofp andT distributed as
selected grid points over subregions 2(a), 2(b), and 2(c). Details of
such fitting processes are given by Tru¨benbach [29].

Numerical Consistency Between Eqs. (43) to (45) and Eq. (19).
Figure 27 illustrates the achieved numerical consistency between
the threeT( p, h) equations for region 2, Eqs. (43) to (45), and the
corresponding basic equation, Eq. (19), along six isotherms con-

sidered to be characteristic for the behavior of these backward
equations. In the diagrams the smaller tolerated inconsistency of
610 mK for subregions 2(a) and 2(b) is marked whereas the
tolerated inconsistency value of625 mK for subregion 2(c) cor-
responds to the maximum value of the deviation scale.

It can be seen that theDT values between the two backward
equations of adjacent subregions are smaller than the toleratedDT
values between the backward and basic equation. At the bound-
aries between subregions 2(a) and 2(b) and between subregions
2(b) and 2(c) the maximum temperature differences between the
corresponding backward equations amount to 8.7 mK and 21.6
mK, respectively. The tolerated and actual numerical inconsisten-
cies between Eqs. (43) to (45) and Eq. (19), given as maximum and
root-mean-square (RMS) temperature differences over the entire
region 2, are listed in Table 15.

5.6.2.2 The Backward Equations T(p, s) for Subregions 2(a),
2(b), and 2(c). The backward equationT( p, s) for subregion
2(a) in its dimensionless form reads

T2a~p, s!

T*
5 u2a~p, s! 5 O

i51

46

nip
I i~s 2 2! Ji, (49)

whereu 5 T/T*, p 5 p/p*, and s 5 s/s* with T* 5 1 K, p*
5 1 MPa, ands* 5 2 kJ kg21 K21. The coefficientsni and
exponentsI i andJi of Eq. (49) are listed in Table A25.

Fig. 27 Absolute deviations of temperatures T calculated from Eq. (43) for subregion 2( a), Eq. (44) for subregion 2( b), and Eq. (45)
for subregion 2( c) from values TEq.(19) calculated from Eq. (19) for given values of p and h

Table 15 Tolerated and actual temperature differences between Eqs.
(43) to (45) and Eq. (19)

174 / Vol. 122, JANUARY 2000 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.119. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The backward equationT( p, s) for subregion 2(b) in its dimen-
sionless form reads

T2b~p, s!

T*
5 u2b~p, s! 5 O

i51

44

nip
I i~10 2 s! Ji, (50)

whereu 5 T/T*, p 5 p/p*, and s 5 s/s* with T* 5 1 K, p*
5 1 MPa, ands* 5 0.7853 kJ kg21 K21. The coefficientsni and
exponentsI i andJi of Eq. (50) are listed in Table A26.

The backward equationT( p, s) for subregion 2(c) in its dimen-
sionless form reads

T2c~p, s!

T*
5 u2c~p, s! 5 O

i51

30

nip
I i~2 2 s! Ji, (51)

whereu 5 T/T*, p 5 p/p*, and s 5 s/s* with T* 5 1 K, p*
5 1 MPa, ands* 5 2.9251 kJ kg21 K21. The coefficientsni and
exponentsI i andJi of Eq. (51) are listed in Table A27.

Equations (49), (50), and (51) are only valid in the respective
subregion 2(a), 2(b), and 2(c) which do not include the metastable-
vapor region. The boundaries between these subregions are defined
at the beginning of Section 5.6.2; the lowest pressure for which Eq.
(49) is valid amounts to 611.153 Pa corresponding to the subli-
mation pressure [20] at 273.15 K.

To assist the user in computer-program verification of Eqs. (49)
to (51), Table A28 contains the corresponding test values.

Development of Eqs. (49) to (51).Based on test calculations
with Eq. (36) for the maximum ranges of the exponentsI i andJi ,
the values of the reducing parametersT*, p*, and s* and the
shifting parametersb andd, comprehensive expressions (bank of
terms) were formulated as starting points for the development of
the backward equationsT( p, s) for regions 2(a), 2(b), and 2(c).

For subregion 2(a) this expression in its dimensionless form,
consisting of 315 terms [18], was used:

u2a 5 O
i526

21 O
j5227

0

nijp
i /4~s 2 2! j 1 O

i50

6 O
j50

20

nijp
i /4~s 2 2! j, (52)

whereu 5 T/T*, p 5 p/p*, and s 5 s/s* with T* 5 1 K, p*
5 1 MPa, ands* 5 2 kJ kg21 K21.

Except for the saturation equation, Eq. (27), this is the only
expression which needs noninteger exponents. This fact takes into
account that region 2(a) is, when an equation is considered with
entropy and pressure as independent variables, a “difficult” region
because forp 3 0 (ideal-gas behavior) the relation between
entropy and pressure is given bys 2 s0 ' R ln ( p/p0). This
means that an logarithmic function in pressure would normally
have been necessary. However, due to the long computing times
for such functions, as a compromise a power function with non-
integer exponents and step sizes of1

4 was used.
For subregion 2(b) the bank of terms consisted of 156 terms and

had the form [18]:

u2b 5 O
i526

5 O
j50

12

nijp
i~10 2 s! j, (53)

whereu 5 T/T*, p 5 p/p*, and s 5 s/s* with T* 5 1 K, p*
5 1 MPa, ands* 5 0.7853 kJ kg21 K21.

For subregion 2(c) the bank of 72 terms read [18]:

u2c 5 O
i524

7 O
j50

5

nijp
i~2 2 s! j, (54)

whereu 5 T/T*, p 5 p/p*, and s 5 s/s* with T* 5 1 K, p*
5 1 MPa, ands* 5 2.9251 kJ kg21 K21.

Based on the bank of terms, Eqs. (52) to (54), for the corre-

sponding subregion, the structure of the finalT( p, s) equations
was determined with the structure-optimization procedure of Setz-
mann and Wagner [5] supplemented by the recursive fitting pro-
cedure [18, 28] to distribute the deviations from the input data
more proportionated over the entire region, see the corresponding
description in Section 5.6.1.2. When applying these methods Eqs.
(49) to (51) were fitted toT-p-s values, wheres had been calcu-
lated from the basic equation for region 2, Eq. (19), for given
values ofp andT distributed as selected grid points over regions
2(a), 2(b), and 2(c). Details of these comprehensive fitting pro-
cesses are given by Kruse and Wagner [18].

Numerical Consistency Between Eqs. (49) to (51) and Eq. (19).
Figure 28 illustrates the achieved numerical consistencies between
the threeT( p, s) equations for region 2, Eqs. (49) to (51), and the
corresponding basic equation, Eq. (19), along six isotherms con-
sidered to be typical for the behavior of these backward equations.
In the diagrams the smaller tolerated inconsistency of610 mK for
subregions 2(a) and 2(b) is marked whereas the tolerated incon-
sistency value of625 mK for subregion 2(c) corresponds to the
maximum value of the deviation scale.

It can be seen that theDT values between the two backward
equations of adjacent subregions are smaller than the toleratedDT
values between the backward and basic equation. At the bound-
aries between subregions 2(a) and 2(b) and between subregions
2(b) and 2(c) the maximum temperature differences between the
corresponding backward equations amount to 4.1 mK and 9.1 mK,
respectively. The tolerated and actual numerical inconsistencies
between Eqs. (49) to (51) and Eq. (19), given as maximum and
root-mean-square (RMS) temperature differences over the entire
region 2, are listed in Table 16.

5.6.3 Typical Effects When Using the Backward Equations
for Regions 1 and 2. As described in section 5.1, IAPWS-IF97
is essentially based on the concept of combining the basic equa-
tions g( p, T) of regions 1 and 2 with the two types of backward
equationsT( p, h) and T( p, s). With these three types of equa-
tions, properties as function of (p, h) and (p, s) can be calculated
without any iteration and for properties as function of (h, s) it is
only necessary to perform one-dimensional iterations (instead of
two-dimensional iterations when using onlyg( p, T) equations).
This special concept is the basis for achieving high computation
speeds with IAPWS-IF97 even for rather complex property func-
tions. However, as the most important precondition for a success-
ful realization of this concept the basic and backward equations
had to be numerically extremely consistent with each other. Based
on test calculations with characteristic power cycles via iterations
with IFC-67, the permitted inconsistencies were set by IAPWS to
10 mK and 25 mK, respectively, depending on the range of state
(for details see Section 5.1).

Although all the backward equationsT( p, h) and T( p, s)
presented in Sections 5.6.1 and 5.6.2 clearly meet these numerical
consistency requirements, the inconsistencies are, as a matter of
course, not zero. This fact has several consequences of which the
user should be aware, for example:

● When calculating a property as function of (p, h) and (p, s),
respectively, two different results can be obtained depending
on using theT( p, h) andT( p, s) equations or calculating the
property directly from theg( p, T) equation by iteration.

● When calculating a property as function of (h, s) three differ-
ent results can be obtained depending on whether theT( p, h)
or theT( p, s) equation is used for a one-dimensional iteration
in combination with the basic equationg( p, T) or whether the
property is determined directly from theg( p, T) equation by a
two-dimensional iteration.

● When calculating properties extremely close to the region
boundaries and particularly to the vapor-liquid phase boundary,
the user should be aware of the small inconsistencies between
the backward and basic equations. For example, in region 2
very close to the saturated vapor line (uT 2 Tsu , 25 mK for
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region 1 and subregion 2(c) and uT 2 Tsu , 10 mK for
subregions 2(a) and 2(b)), the T( p, h) and theT( p, s) equa-
tion, respectively, might yield temperaturesT( p, h) , Ts( p)
and T( p, s) , Ts( p). Such results would indicate a state in
region 1 instead of the correct region 2. The opposite case can
occur when the calculations are carried out in region 1 corre-
spondingly close to the saturated liquid line. The user should be
aware of such effects in order to avoid possible problems by
taking suitable measures in the program code.

The described inconsistencies are unavoidable when using back-
ward equations and are therefore an agreed upon feature of
IAPWS-IF97. Due to the insignificance of these inconsistencies
they do not have any practical relevance for nearly all technical
applications. Thus, because of the great advantage with regard to
short computing times, the backward equations should be used
whenever possible. For such applications, however, where these
small inconsistencies are indeed not acceptable, the calculations
must be performed with the basic equationsg( p, T) only by
iterations. Even in this case the inconsistency is not zero, but
depends on the selected convergence criterion of the iteration. The
convergence criterion has to be less than 1024 to 1025 in DT/T
(depending on region) to achieve a smaller inconsistency than with
the backward equations.

5.6.4 The Backward Equation for Region 4.According to
the concept of IAPWS-IF97 there is also a backward equation for

region 4, the saturation curve, see Section 5.1 and Fig. 2. This
backward equation is the saturation-temperature equation, which
follows directly from the implicit saturation equation, Eq. (27), by
solving it with respect to the saturation temperatureTs.

The saturation-temperature equation reads

Ts

T*
5

n10 1 D 2 @~n10 1 D! 2 2 4~n9 1 n10D!# 0.5

2
, (55)

whereT* 5 1 K and

D 5
2G

2F 2 ~F 2 2 4EG! 0.5

with

E 5 b 2 1 n3b 1 n6

F 5 n1b
2 1 n4b 1 n7

G 5 n2b
2 1 n5b 1 n8

and b 5 ~ps/p* ! 0.25 (55a)

with p* 5 1 MPa; Eq. (55a) is identical with Eq. (27a). The
coefficientsni of Eq. (55) are listed in Table A11.

Equation (55) has the same range of validity as the saturation-
pressure equation, Eq. (28), which means that it covers the vapor-
liquid saturation curve according to the pressure range

611.213 Pa# p # 22.064MPa.

The value of 611.213 Pa corresponds to the pressure when Eq. (55)
is extrapolated to 273.15 K. Since the saturation-pressure equation,
Eq. (28), and the saturation-temperature equation, Eq. (55), have
been derived from the same implicit equation, Eq. (27), for de-

Fig. 28 Absolute deviations of temperatures T calculated from Eq. (49) for subregion 2( a), Eq. (50) for subregion 2( b), and Eq. (51)
for subregion 2( c) from values TEq.(19) calculated from Eq. (19) for given values of p and s

Table 16 Tolerated and actual temperature differences between Eqs.
(49) to (51) and Eq. (19)
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scribing the saturation curve both Eq. (28) and Eq. (55) are
completely consistent with each other. Thus, the basic and back-
ward equation for region 4 meet the numerical consistency require-
ments, see Section 5.1 (item 2(c)).

To assist the user in computer-program verification of Eq. (55),
Table A29 contains corresponding test values.

5.7 Computing Time of IAPWS-IF97 in Relation to IFC-
67. A very important requirement on IAPWS-IF97 was that its
computation speed in relation to IFC-67 should be significantly
faster, see Section 4.4. The computation-speed investigations of
IAPWS-IF97 in comparison with IFC-67 were based on a special
procedure agreed within IAPWS.

The computing times were measured with a benchmark program
developed by IAPWS; this program calculates the corresponding
functions at a large number of state points well distributed pro-
portionately over each region. The test configuration agreed on
was a PC Intel 486 DX 33 processor and the MS Fortran 5.1
compiler.13 The relevant functions of IAPWS-IF97 were pro-
grammed with regard to short computing times. The calculations
with IFC-67 were carried out with the ASME program package
[30] speeded up by excluding all parts which were not needed for
these special benchmark tests.

The measured computing times were used to calculate
computing-time ratios IFC-67/IAPWS-IF97, called CTR values in
the following. These CTR values, determined in a different way
for regions 1, 2, and 4 and for regions 3 and 5 (see Section 4.4), are
the characteristic quantities for the judgment of how much faster
the calculations with IAPWS-IF97 are in comparison with IFC-67.
Metastable states were not included in these investigations.

5.7.1 Computing-Time Investigations for Regions 1, 2, and
4. The computing-time investigations for regions 1, 2, and 4 of
IAPWS-IF97, which are particularly relevant to computing time
for industrial calculations, were performed for the functions listed
in Table 17. Each function is associated with a frequency-of-use
value. Both the selection of the functions and the values for the
corresponding frequency of use are based on a worldwide survey

made among the power plant companies and related industries, see
also Section 4.4.

For the computing-time comparison between IAPWS-IF97 and
IFC-67 for regions 1, 2, and 4, the total CTR value of these three
regions together was the decisive criterion, where the frequencies
of use have to be taken into account. The total CTR value was
calculated as follows: As has been described before, the computing
times for each function were determined for IFC-67 and for
IAPWS-IF97. Then, these values were weighted by the corre-
sponding frequencies of use and added up for the 16 functions of
the three regions. The total CTR value is obtained from the sum of
the weighted computing times for IFC-67 divided by the corre-
sponding value for IAPWS-IF97. The total CTR value for regions
1, 2, and 4 amounts to

CTRregions1,2,4 5 5.1. (56)

This means that for regions 1, 2, and 4 together the property
calculations with IAPWS-IF97 are more than five times faster than
with IFC-67.

Table 17 also contains total CTR values separately for each of
regions 1, 2, and 4. In addition, CTR values for each single
function are given. When using IAPWS-IF97 the functions de-
pending onp, h andp, s for regions 1 and 2 and onp for region
4 were calculated from the backward equations alone (functions
explicit in T) or from the basic equations in combination with the
corresponding backward equation.

5.7.2 Computing-Time Investigations for Regions 3 and 5.
For regions 3 and 5 of IAPWS-IF97 the CTR values only relate to
the single functions listed in Table 18 and are given by the quotient
of the computing time needed for IFC-67 calculation and the
computing time when using IAPWS-IF97; there were no
frequency-of-use values for functions relevant to these two re-
gions.

For region 3 of IAPWS-IF97, corresponding to regions 3 and 4
of IFC-67, 10 percent of the test points were in region 4 of IFC-67.
For region 5 of IAPWS-IF97, the CTR values were determined for
1073.15 K, the maximum temperature for which IFC-67 was valid.
Table 18 lists the CTR values obtained for the relevant functions
of regions 3 and 5. Roughly speaking, IAPWS-IF97 is more than
three times faster than IFC-67 for region 3 and more than nine
times faster for region 5 measured for the 1073.15 K isotherm
where region 5 overlaps IFC-67.

5.8 Uncertainties of IAPWS-IF97. In this section uncer-
tainties are given for the properties specific volume, specific iso-
baric heat capacity, speed of sound, and saturation pressure when
calculated from the corresponding equations of IAPWS-IF97. Un-
certainties cannot be derived for the specific enthalpy, since there
is no reasonable basis for their estimation; the values of the
specific enthalpy depend on the selection of the zero point. For
enthalpy differences, and here only these are of interest, one can
conclude that the uncertainty of isobaric enthalpy differences is
always smaller than the uncertainty of the isobaric heat capacity.

13 This test configuration was established at the IAPWS meeting in 1992. If a faster
processor and/or an other compiler than specified above are used for the described
benchmark tests, similar results are obtained for the computation-speed comparisons
between IAPWS-IF97 and IFC-67; this statement is based on recent test calculations
using more recent processors and compilers.

Table 17 Results of the computing-time investigations of IAPWS-IF97 in
relation to IFC-67 for regions 1, 2, and 4

Table 18 Results of the computing-time investigations of IAPWS-IF97 in
relation to IFC-67 for regions 3 and 5
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The estimated uncertainties for the above mentioned properties
result from two contributions:

● Uncertainty of the scientific standard for the thermodynamic
properties of water and steam, the IAPWS-95 formulation [7,
8], from which the values of the properties were calculated to
fit the equations of the industrial formulation IAPWS-IF97.
The uncertainty of IAPWS-95 is mainly based on the estimated
uncertainties of the selected experimental data of the properties
[8], which had been used for the development of the scientific
standard.

● Deviations of IAPWS-IF97 from IAPWS-95 regarding the
properties considered.

The uncertainties of the propertiesv, cp, andw calculated from
IAPWS-IF97 for the single-phase region are indicated in Figs. 29
to 31 as tolerance values. As used here “tolerance” means the
range of possible values as judged by IAPWS, and no statistical
significance can be attached to it. With regard to the uncertainty for

the specific isobaric heat capacity and the speed of sound, see Figs.
30 and 31, it should be noted that the uncertainties for these
properties increase drastically when approaching the critical point.
The statement “no definitive uncertainty estimates possible” for
temperatures above 1273 K is based on the fact that this range is
beyond the range of validity of IAPWS-95 and the corresponding
input values for IAPWS-IF97 were extrapolated from IAPWS-95.

The estimated uncertainties of the saturation pressure calculated
from the IAPWS-IF97 are given in Fig. 32.

6 Concluding Remarks
The decisive factor for the development of a new industrial

formulation was the explicit desire for a significant increase of
the computation speed in comparison with the previous indus-
trial standard IFC-67. For the technically most important re-
gions of state the calculations with IAPWS-IF97 are more than
five times faster than with IFC-67 and hence the new formula-
tion clearly exceeds the requirement of a three times faster
calculation of the thermodynamic properties of water and
steam. Moreover, in the meantime, from many test calculations
it has become evident that the enormous improvement of the
consistency along region boundaries is of great advantage par-
ticularly for common use. Concerning accuracy, IAPWS-IF97
is clearly better than IFC-67, namely on average 7.5 times more
accurate in the specific volume, 18 times in the specific en-
thalpy, 12 times in the isobaric heat capacity, 32 times in the
speed of sound, and 8.5 times in the saturation pressure, where
the improvement in both the isobaric heat capacity and the
speed of sound is to be particularly emphasized. A further
important advantage is that IAPWS-IF97 does not only yield
reasonable results for the main propertiesv, h, s, cp, andw but

Fig. 29 Uncertainties in specific volume, Dv, estimated for the corre-
sponding equations of IAPWS-IF97. In the enlarged critical region (trian-
gle), the uncertainty is given as percentage uncertainty in pressure, Dp.
This region is bordered by the two isochores 0.0019 m 3 kg 21 and 0.0069
m3 kg 21 and by the 30 MPa isobar. The positions of the lines separating
the uncertainty regions are approximate.

Fig. 30 Uncertainties in specific isobaric heat capacity, Dcp, estimated
for the corresponding equations of IAPWS-IF97. For the definition of the
triangle around the critical point, see Fig. 29. The positions of the lines
separating the uncertainty regions are approximate.

Fig. 31 Uncertainties in speed of sound, Dw, estimated for the corre-
sponding equations of IAPWS-IF97. For the definition of the triangle
around the critical point, see Fig. 29. The positions of the lines separat-
ing the uncertainty regions are approximate.

Fig. 32 Uncertainties in saturation pressure, Dps, estimated for the
saturation-pressure equation, Eq. (28)
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for any property which can be calculated from any combination
of the first and second derivatives of the fundamental equations
g( p, T) and f(r, T), respectively, with respect to their inde-
pendent variables. All in all it can be concluded that with regard
to all three items, computation speed, consistency along region
boundaries, and accuracy, a new quality standard has been
achieved with the IAPWS Industrial Formulation 1997.

The new formulation IAPWS-IF97 is valid for immediate gen-
eral use. Thus, there is need to modify the corresponding design
and application codes.

In addition to this comprehensive article, there are also new
steam tables based on IAPWS-IF97, as examples see references [3,
4, 4a]. Moreover, computer codes based on IAPWS-IF97 are
available from several institutions; information about such soft-
ware can be obtained from the IAPWS national committees, see
the IAPWS Web site http://www.iapws.org.
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A P P E N D I X
This appendix contains Tables A1 to A29 in which the coeffi-

cients, exponents, and test values for computer-program verifica-
tion are listed.

Table A1 Coefficients of Eqs. (10) and (11) a

Table A2 Coefficients and exponents of Eq. (15)

Table A3 Thermodynamic property values calculated from Eq. (15) for
selected temperatures and pressures

Table A4 Coefficients and exponents of Eq. (20) a

Table A5 Coefficients and exponents of Eq. (21)

Table A6 Thermodynamic property values calculated from Eq. (19) for
selected temperatures and pressures

Table A7 Coefficients and exponents of Eq. (24)

Table A8 Thermodynamic property values calculated from Eq. (23) for
selected values of temperature and pressure

Table A9 Coefficients and exponents of Eq. (25)
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Table A11 Coefficients of Eqs. (27), (28), and (55)

Table A10 Thermodynamic property values calculated from Eq. (25) for
selected temperatures and densities

Table A12 Saturation-pressure values calculated from Eq. (28) for se-
lected temperatures

Table A13 Coefficients and exponents of Eq. (30)

Table A14 Coefficients and exponents of Eq. (31)

Table A15 Thermodynamic property values calculated from Eq. (29) for
selected temperatures and pressures

Table A16 Coefficients and exponents of Eq. (37)

Table A17 Temperature values calculated from Eq. (37) for selected
pressures and enthalpies

Table A18 Coefficients and exponents of Eq. (39)

Table A19 Temperature values calculated from Eq. (39) for selected
pressures and entropies

Table A20 Coefficients of Eqs. (41) and (42) a

Table A21 Coefficients and exponents of the backward equation T(p, h)
for subregion 2( a), Eq. (43)

Table A22 Coefficients and exponents of the backward equation T(p, h)
for subregion 2( b), Eq. (44)

Table A23 Coefficients and exponents of the backward equation T(p, h)
for subregion 2( c), Eq. (45)

Table A24 Temperature values calculated from Eqs. (43) to (45) for
selected pressures and enthalpies
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Table A27 Coefficients and exponents of the backward equation T(p, s)
for subregion 2( c), Eq. (51)

Table A28 Temperature values calculated from Eqs. (49) to (51) for
selected pressures and entropies

Table A29 Saturation-temperature values calculated from Eq. (55) for
selected pressures

Table A25 Coefficients and exponents of the backward equation T(p, s)
for subregion 2( a), Eq. (49)

Table A26 Coefficients and exponents of the backward equation T(p, s)
for subregion 2( b), Eq. (50)
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